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Preface 
 

Advances in science and technology have resulted in profound increases in the quality of 
life and health of people throughout the world, and all indicators suggest they will continue to do 
so long into the future. In recognition of those contributions, the public generally holds scientists 
and their work in high regard, and science and technology have benefited from substantial 
financial and other forms of public support. There are, of course, examples of cases in which the 
science-society relationship has experienced significant turbulence over the years—often when 
scientific findings conflict with religious beliefs, core human values, and long-held views or 
when emerging science raises ethical or political questions that science itself cannot answer. 
Overall, however, the relationship has been a positive one. This intimate, mutually supportive 
relationship between science and society places a responsibility on scientists and technologists, 
as citizens, to share the results of their work with the broader public so they can reap its benefits 
as expeditiously as possible. 
 Communicating about science effectively with public audiences, however, turns out to be 
more difficult than it might at first appear. People communicate about science for diverse 
reasons, there is no single audience for scientific information, and the societal contexts 
surrounding different scientific issues can vary considerably. Communication approaches need to 
be adapted to reflect the circumstances that prevail. Moreover, the complexity of scientific 
methods and the ways in which science progresses can also make communicating science to the 
public quite difficult. This challenge can be particularly acute when the issue being discussed 
involves either a domain in which the societal implications of the science are controversial or 
substantial disagreement about the findings exists within the scientific community. Fortunately, a 
growing body of scientific evidence can help inform the most effective ways of communicating 
with the public under different circumstances, and an increasing number of organizations are 
working to help scientists acquire the necessary communication skills. This report reviews the 
evidence about effective approaches to science communication and offers an agenda to help 
guide future research in this area. It is intended to be useful to both the practitioners of science 
communication and the researchers who study it. 
 We are extremely grateful to our colleagues on the Committee on the Science of Science 
Communication of the National Academies of Sciences, Engineering, and Medicine for their 
commitment, expertise, diligence, and wisdom in reviewing the scientific literature on science 
communication and their efforts in framing the research agenda presented in this report. We also 
benefited greatly from the dedication, expertise, and hard work of the staff of the National 
Academies cited in the acknowledgements that follow.  
 
Alan I. Leshner, Chair 
Dietram Scheufele, Vice Chair 
Committee on the Science of Science Communication: A Research Agenda  
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Summary 
 
 
 
 
 

Science and technology are embedded in virtually every aspect of modern life. As a 
result, people face an increasing need to integrate information from science with their personal 
values and other considerations as they make important life decisions about vaccinating their 
children and other medical care, the safety of foods, what to do about climate change, and many 
other issues. Communicating science effectively, however, is a complex task and an acquired 
skill. Moreover, the approaches to communicating science that will be most effective for specific 
audiences and circumstances often are not obvious. Fortunately, an expanding science base from 
diverse disciplines can support science communicators in making these determinations.  

The purpose of this report is to offer a research agenda for science communicators and 
researchers seeking to apply this research and fill gaps in knowledge about how to communicate 
effectively about science, with a particular focus on issues that are contentious in the public 
sphere. Examples include climate change, stem cells, nanotechnology, vaccines, hydraulic 
fracturing, genetically modified organisms, nuclear energy, obesity, education policy, and the 
teaching of evolution and climate change in K-12 schools. To inform the research agenda, the 
study committee sought to identify important influences—psychological, economic, political, 
social, cultural, and media-related—on how science associated with such issues is understood, 
perceived, and used. For the purposes of this report, “science communication” is defined as the 
exchange of information and viewpoints about science to achieve a goal or objective such as 
fostering greater understanding of science and scientific methods or gaining greater insight into 
diverse public views and concerns about the science related to a contentious issue.  
 

CROSS-CUTTING ISSUES 
 

 Although each societal concern entails unique issues that need to be considered if science 
is to be communicated effectively, some issues cut across all of science communication.  
 

Aligning Goals with the Right Communication Approach 
 

The most effective approach for communicating science will depend on the 
communicator’s goal. The committee identified five such goals for communicating science, each 
of which places quite different demands on the knowledge and skills of science communicators 
and their audiences and calls for its own distinct approach: 
 

 Simply to share the findings and excitement of science.  
 To increase appreciation for science as a useful way of understanding and 

navigating the modern world. This goal assumes that people who have more 
knowledge about and are more comfortable with science will be more willing and 
able to use knowledge from science in their everyday lives. This assumption has not 
yet been fully tested.  
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 To increase knowledge and understanding of the science related to a specific 
issue. In this case, communicators may seek to inform or educate people about the 
relevant facts from science and their meaning for the issue.  

 To influence people’s opinions, behavior, and policy preferences. This goal 
becomes salient when the weight of evidence clearly shows that some choices or 
policies have more positive consequences for public health, public safety, or some 
other societal concern.  

 To engage with diverse groups so that their perspectives about science related to 
important social issues can be considered in seeking solutions to societal 
problems that affect everyone. Meeting this goal requires understanding the 
concerns of each group and working together to find acceptable solutions by, for 
example, identifying important research questions that scientists should be exploring 
further.  

 
 Given this diversity of goals, a major research effort is needed to help science 
communicators select approaches that best match their particular goals. It is important to 
emphasize, moreover, that science communication often is undertaken to achieve a larger end 
that goes beyond discussion of the science itself—for example, to affect health behaviors or to 
encourage a particular policy choice. In these cases, it is possible that means other than simply 
communicating the science may be more effective at accomplishing such goals. In such a 
context, two important questions arise: How much does science communication matter to the 
achievement of end goals relative to everything else that matters? and How do various ways of 
communicating scientific information1 augment or alter how science is weighted or used in 
making decisions?  
 

Moving Beyond the “Deficit Model” of Science Communication 
 

 A second overall issue is that the most widely held, and simplest, model of what 
audiences need from science communication—what is known as the “deficit model”—is wrong. 
A common assumption is that a lack of information or understanding of science fully explains 
why more people do not appear to accept scientific claims or engage in behaviors or support 
policies that are consistent with scientific evidence. The research on science communication, 
however, shows that audiences may already understand what scientists know but, for diverse 
reasons, do not agree or act consistently with that science. People rarely make decisions based 
only on scientific information; they typically also take into account their own goals and needs, 
knowledge and skills, and values and beliefs. A related widespread assumption in both the 
scientific and science communication communities is that if only science communication were 
done “better,” people would make choices consistent with scientific evidence. This assumption 
has not been fully tested in diverse situations. And although people may need to have more 
information or to have information presented more clearly, a focus on knowledge alone often is 
insufficient for achieving communication goals.  
 

 
 

                                                            
1 The term “scientific information” is used throughout this report to denote knowledge from science and how it is 
produced. 
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The Ethics of Science Communication 
 

 Choices about what scientific evidence to communicate when, how, and to whom can be 
a reflection of the communicator’s values. This fact becomes especially salient when the science 
pertains to an individual decision or policy choice that is contentious. One important ethical 
question is how far science communicators should go beyond simply communicating scientific 
facts and theories in an effort to influence decisions. Individual science communicators have 
differing perspectives on their roles as advocates, and this issue will continue to be debated. Yet 
that debate, while important, is beyond the scope of this study. The focus of this report is on 
science communication that conveys scientific information and helps people assess how that 
information may apply to a particular situation. In exploring these topics, the report draws on 
research on other types of communication, such as public health campaigns, that may be 
designed to persuade people to change their behaviors but may or may not include underlying 
scientific information.  
  

MAJOR CHALLENGES FOR RESEARCH AND PRACTICE IN 
SCIENCE COMMUNICATION 

  
Research and practice in science communication face a number of challenges. Some of 

these challenges are common to all communication, but others are unique to science 
communication. These challenges include the converging influences on science communication; 
challenges of engaging formally with the public about science; the special complexities of 
communicating science when it is part of a public controversy (science-related controversy); and 
the complex, dynamic and competitive communication media environment.  

 
Converging Influences on Science Communication 

  
A number of factors contribute to the complexity of communicating science, regardless 

of whether the science is part of a public controversy. These factors relate to 
 
 the complex nature of scientific information; 
 the ways in which people process such information; and 
 social influences, such as social networks, norms, group memberships, and loyalties. 
 

Further study is needed to determine the importance of these diverse factors to communicating 
with specific audiences and how these factors interact in various contexts to affect the ability of 
science communicators to achieve specific goals.  

In addition, many of the decisions to be made about societal issues occur in the realm of 
policy. Information about the actual impact of science communication on policy decisions, 
however, is sparse. Several important questions in this area need to be addressed. For example, 

 
 How is scientific information accessed, encountered, understood, shared, or discussed 

by policy makers in formal policy processes?  
 How can science communication affect these processes? and 
 How are these policy processes affected by science communication when science is 

involved in public controversy?  
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Think tanks, scientific associations, evidence-based clearinghouses, government 

agencies, and nonprofit organizations all play an organized role in interpreting scientific 
information for use by policy makers, the media, and the broader public. Research is needed on 
the conditions for success—such as affecting the quality or outcomes of policy discussions—in 
the efforts of diverse types of organizations to communicate science. 

 
Challenges of Engaging Formally with the Public about Science  

 
The purpose of formal public engagement is to facilitate the exchange of information, 

knowledge, perspectives, and preferences among groups that differ in expertise, power, and 
values (National Academies of Sciences, Engineering, and Medicine, 2016) and help them find 
common ground. Elected officials, government agencies, and other public- and private-sector 
organizations often seek to engage the general public in discussions with scientists about 
important science-related issues. Effective public participation is difficult, although some 
principles for success can be gleaned from the environmental policy and assessment literatures.  

As formal public engagement is undertaken on such diverse issues as gene editing, 
biomedical research, and health policy, important questions for research arise, such as 

 
 What are the particular structures and processes for public engagement that best 

enable science to be communicated effectively? and  
 To what degree do these approaches generalize or need to be tailored according to the 

diversity of the participants, the decisions to be made, and the nature of the topic?  
 

The Special Complexities of Communicating Science in the Face of Controversy 
 

The involvement of science in public controversy makes the already complex task of 
science communication even more so. Science-related controversies take different forms and 
arise for diverse reasons, and they occur in particular historical and cultural circumstances. 
Better understanding of the origins and dynamics of such controversies will be necessary if 
science communication is to be more effective. In addition, science-related controversies have 
three key features about which more needs to be known. 

First science-related controversies typically involve conflicts over beliefs, values, and 
interests that are central to the debate rather than simply a need for knowledge from science. 
Research is needed to determine how science can be communicated effectively in these 
conditions.  

 
 Additional research is needed to determine how much of an effect science 

communication can have in these circumstances, for whom, and in what contexts.  
 Given the importance of audience perceptions about the trustworthiness and 

credibility of the communicator, research needs to examine the effects on audiences 
when science communicators are open about their own values and preferences. 

 The best strategies for communicating science about contentious social issues if there 
is distrust of the science or of the scientific community need to be investigated. 

 Commonly considered best practices in public engagement suggest the importance of 
engaging with those concerned with an issue early on, but research is needed to 
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determine to what extent and in what ways communicating science during public 
engagement processes can be effective once an issue has already become 
controversial.  

 Research needs to explore the structures and processes for communicating science 
effectively across a range of social issues and types of science-related controversies. 

 
 Second, the public often perceives uncertainty either in the science itself or its 
implications or as a result of various communicators conveying different, and sometimes 
contradictory, messages. In some science-related controversies, uncertainty can be 
mischaracterized, exploited, or exaggerated to serve particular interests.  

 
 Effective ways of communicating scientific consensus, as well as degrees or types of 

uncertainty, need to be identified. 
 Research is needed to develop detailed approaches to understanding audiences’ 

responses to uncertainties about science in cases of science-related controversy that 
can be implemented on a large scale.  

 
Finally, in science-related controversy, the voices of organized interests and influential 

individuals are amplified in public discourse and can impede clear communication about the 
state of the scientific evidence. High stakes, conflicting interests, uncertainty, and concerns about 
risk and its consequences all can expand the number and diversity of people and organizations 
that are attempting to communicate about as well as using science. In this context, 
misinformation can make it difficult for authoritative voices from science to be heard.  

 
 Research is needed to identify effective strategies for correcting misinformation and 

to determine the role of different communicators, such as opinion leaders, in affecting 
people’s awareness and understanding of accurate scientific information.  

 Research needs to investigate effective ways of framing or reframing an issue, how 
much framing matters, and when is it best done. 

 
The Complex, Dynamic, and Competitive Communication Media Environment 

 
Science communication today takes place in a complex and rapidly changing media 

environment, and new ways of communicating are constantly emerging. These changes present 
both opportunities and challenges for communicators of science, regardless of whether the 
science is involved in public controversy. The ways in which complex and evolving media affect 
people’s engagement with scientific information is a relatively new area of research. For the 
future, it will be important to determine how individuals and decision-making bodies derive and 
evaluate information from various sources. Future research also will need to keep pace with 
changes in the media landscape as they occur and devise more comprehensive models for science 
communication. More needs to be known in particular about the following:  

 
 How can accurate information about the state of the science be heard among many 

competing messages and sources of information?  
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 How can science communicators reach audiences that face barriers to accessing and 
using scientific information, such as those with lower levels of education and income 
or those with strongly held views?  

 Are some forms of media better than others in promoting awareness or understanding 
or informing public opinion about scientific information or science, and if so, for 
whom? 

 Despite the growing impact of new media, much of the scientific information that 
Americans receive through media originates from traditional journalism. It is 
important to understand and track over time how science is covered in the media to 
determine how the media are affecting people’s perceptions, understanding, and use 
of science in a dynamic communication environment.  

 People’s social networks are known to affect their beliefs, attitudes, and behaviors, 
and social media and blogs also are increasingly being used to spread both accurate 
and inaccurate scientific information. Research is needed to determine roles and 
effective approaches for communicating science through social media platforms and 
blogs.  

 Better understanding is needed of the effects of changes in media on how people 
understand and perceive science through social media and other social networks. The 
use of tools such as social network analysis could be explored to document the flow 
of information and sentiments in social networks and assess their effects.  

 
GENERAL CONCEPTUAL AND METHODOLOGICAL ISSUES 

 
Several conceptual and methodological considerations relate to all research on science 

communication. These include the use of a systems approach to guide the research, the need to 
determine which communication approaches work best under which circumstances, and the 
importance of building a coherent science communication research enterprise. 

 
Use of a Systems Approach to Guide the Research 

 
Science communication occurs in a complex context whose elements include the content 

to be communicated, the communicator, the audience, the channels of communication, the other 
diverse organizations and individuals that are also communicating science, and the many other 
sources from which audiences may obtain additional and perhaps conflicting or inaccurate 
information about science. Moreover, people’s understandings and opinions about science in 
general and its relevance to specific issues change over time. Advances in science 
communication will require a robust understanding of each of these interacting elements and 
their dynamics both individually and collectively—what is often called a systems approach. Such 
an approach, which has been applied in many other fields, could help researchers and science 
communicators consider the interactions among the various elements involved in science 
communication and its context as they occur in the real world. 

 
The Need to Determine Which Communication Approaches Work Best under Which 

Circumstances 
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Substantially more research is needed to help science communicators determine which 
approaches to communicating are effective for whom and under what conditions for achieving 
specific communication goals. Research focused in the following ways would be especially 
informative: 

 
 randomized controlled field experiments to assess the impact of a particular approach 

to communicating science on changes in people’s understanding, perception, or use of 
science;  

 research that, to the extent possible, simulates the conditions of real-world 
communication environments; and 

 analyses of large datasets, such as those derived from social media and other 
emerging online communication platforms, to assess changes in people’s responses to 
science communication.  

 
Efforts are needed, perhaps in the form of registries such as those that exist in the health 

sciences, to aggregate and share information from effectiveness studies so an evidence base can 
be built. These efforts could catalog evaluation studies according to key dimensions to identify 
factors that affect science communication and the elements of various approaches to 
communicating that may generalize across topics or be specific to certain circumstances. Such 
efforts also are needed to help researchers address the challenge of accessing and utilizing 
research relevant to science communication across disciplines.  

 
The Importance of Building a Coherent Science Communication Research Enterprise 

 
To achieve real progress in understanding what makes for effective science 

communication, it will be necessary to direct particular attention to four key aspects of a 
coherent science communication research enterprise. 

First, researchers and practitioners of science communication need to form partnerships 
to translate what is learned through research into practice and to develop detailed research 
agendas for testing hypotheses about how to communicate science that are realistic and 
pragmatic. Researchers need to be actively engaged with the various professionals and 
organizations that communicate science and take into account their particular motivations for 
communicating and the context in which they work. Researchers and diverse science 
communicators need to have opportunities and mechanisms for the regular exchange and 
synthesis of information and ideas, and to work together to study science communication in real-
life contexts, where it occurs.  

Second, the diverse disciplines that study aspects of science communication and science-
related controversies are similarly disconnected. Researchers in these various disciplines need 
opportunities and mechanisms for working together to develop more unified theories, concepts, 
and definitions of the factors that matter to communicating science. New or refocused journals 
for science communication research and professional meetings and other forums would support 
interdisciplinary and practice-driven research collaborations.  

Third, given the complex individual and social phenomena involved, more scientists need 
to be recruited to this field from neighboring disciplines, particularly the social and behavioral 
sciences. Science communication researchers at all career levels may need additional training to 
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carry out the research agenda proposed in this report, or may need to be encouraged to work in 
teams that include partners with the necessary expertise. 
 Fourth, having mechanisms for the rapid review and funding of certain science 
communication research is important. The need for such mechanisms becomes clear when such 
issues as the Zika virus emerge suddenly, and important messages from science need to be 
communicated. To this end, it would be necessary to address policies that can make timely 
research difficult. 

 
A FINAL WORD  

 
Many studies reviewed by the committee are compelling and suggest ideas for practice. It 

is important, however, not to overgeneralize from the research conducted to date. In many cases, 
studies need to be replicated and extended to provide greater certainty about their results and to 
determine whether they apply to diverse audiences. This work ideally would begin with in-depth, 
comprehensive reviews of existing research related to science communication. Just as important, 
research on science communication, which tends to focus on detailed questions, needs to be 
aggregated and integrated into a more coherent enterprise. Simple solutions are unlikely; needed 
instead is a nuanced understanding of how best to communicate science for the benefit of society 
across different settings, issues, and audiences.  

The committee hopes the research agenda outlined in this report will be pursued not only 
by researchers in academic settings but also by those embedded in the various types of 
organizations that communicate science. Progress will require the collective expertise of science 
communicators and scientists. Two National Academy of Sciences Arthur M. Sackler Colloquia 
on the Science of Science Communication, as well as the convening of this committee, point to 
the readiness of science communicators and researchers from diverse fields to address this need 
and work toward science-informed approaches to science communication.  
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1 
Using Science to Improve Science Communication  

 
 
 
 
 

Science and technology are embedded in virtually every aspect of modern life. For this 
reason, people increasingly face the need to integrate information from science with their 
personal values and other considerations as they make important life decisions, such as those 
about medical care, the safety of foods, and a changing climate. The practice of science always 
involves some degree of uncertainty, and as a human endeavor, it is inevitably subject to 
occasional errors and to the potential influence of personal values, biases, and professional 
interests. Nonetheless, science helps explain and predict the world using a unique, rule-governed 
process to produce factual knowledge, and in the long run, the practices and norms of science 
result in a robust base of knowledge.  

Many believe the scientific community has a duty to engage with society to disseminate 
this knowledge and provide a return on society’s investment in the science enterprise (Dewey, 
1927; Lubchenco, 1998). Society in general expects scientists to help solve its major problems 
(such as maintaining people’s health or safeguarding national security) and to discover ways of 
improving quality of life, expanding economic opportunities, and informing decisions. Yet 
communicating science effectively does not come easily; it is an acquired skill.  

Any communication involves a communicator, an audience, and channels of 
communication that are often bidirectional, all situated in a particular social context. Many 
envision “science communication” as a scientist giving information to another individual, such 
as a member of Congress or of the media, about a scientific topic. Most science communication, 
however, is more dynamic and takes place in a much more complex context involving 
individuals, groups, and organizations that are both the communicators of and audiences for 
science. These contextual elements pose challenges for effective science communication. So, 
too, does the very nature of science. The methods scientists use to understand the world are 
unlike the ways people typically think on a day-to-day basis. The results of science also can be 
insufficient, ambiguous, or uncertain, and scientific conclusions can change over time as new 
findings emerge. These inherent characteristics of science can create barriers to communication 
and understanding. 

Other barriers to effective science communication may stem in part from the audience for 
the information. These barriers include a lack of familiarity with science in general or with the 
scientific findings and issues related to a particular decision. Faced with making sense of a vast 
amount of complex information that is often quantitative and can at times appear contradictory, 
some people—including scientists in areas outside their expertise—often use shortcuts (as 
discussed in more depth in Chapter 2). People may rely, for example, on a quick assessment of 
whether the information fits with what they already know and believe about the subject. Or they 
may decline to engage, instead relying on someone else’s evaluation of the information. In many 
cases, people protect their personal or economic interests, beliefs, and values from information 
that appears to conflict with them (as discussed in detail in Chapter 3). Although scientists may 
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feel compelled to follow what science is saying about an issue, the rest of the public may feel 
freer to disregard or even distort that information.  

Audiences for science sometimes are blamed when science communication appears to 
have failed (“the public does not care”; “they were too uneducated to understand”). However, 
communicators themselves can introduce barriers to effective communication. For example, they 
may fail to identify clear and feasible goals for their communication, including what information 
people need to know. At the same time, communicators tend to overestimate what most people 
know about a subject (Nickerson, 1999), as well as to overrate the effectiveness of their efforts 
(Chang et al., 2010).  

Navigating these and other challenges is a skill—one that many communicators have 
lacked opportunities to learn. Few scientists, for example, have had formal training in science 
communication, although a variety of programs for such training exist (e.g., the Leopold 
Leadership Program; see also Neeley et al., 2015) and are becoming the focus of research 
(Besley et al., 2016). Moreover, many journalists, institutional public information officers, 
advocates, and others who communicate science in the course of their work lack training either 
in science or in the communication of science per se (Dunwoody et al., 2009). And science must 
compete for attention in a complex and fast-changing media environment that can be difficult to 
penetrate (an issue discussed further in Chapter 4).  

 
PURPOSE AND SCOPE OF THIS STUDY 

 
This study was undertaken in this context to respond to the expressed needs of both those 

who communicate science and those who study how to communicate it; the statement of task for 
the study is presented in Box 1-1. This report offers a research agenda for science 
communication practitioners and researchers seeking to apply research related to science 
communication and build an evidence base useful for making decisions about how to 
communicate science most effectively.1 Of particular concern to the study sponsors are gaps in 
knowledge about effective science communication when science related to contentious issues is 
involved in public controversy (science-related controversy). Prominent examples of such issues 
include the reality and nature of climate change, how society can meet its energy needs, the 
importance and safety of childhood vaccination, how to prevent obesity, and issues of food 
safety (such as disagreements about the risks, or lack thereof, posed by genetically modified 
foods or chemical additives in food and water).  

For the purposes of this report, “science communication” is defined as the exchange of 
information and viewpoints about science to achieve a goal or objective such as fostering greater 
understanding of science and scientific methods or gaining greater insight into diverse public 
views and concerns about the science related to a contentious issue. Consistent with its charge, 
the committee considered the research literature from a wide range of disciplines to examine 
similarities and differences in the factors associated with communicating science related to 
contentious issues.  

From this review of the salient literature, the committee identified a set of factors that 
make effective science communication particularly challenging; ways to deal with those 
challenges are the focus of the research agenda proposed in this report. A “challenge” is defined 
here as a major and complex barrier to effective communication that, while difficult to 

                                                            
1 For a related discussion of this need, see National Academy of Sciences (2014).  
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overcome, could be addressed by filling current gaps in knowledge about the nature of the 
challenge and how it can be overcome. Taken together, the gaps in knowledge related to these 
challenges offer a road map to guide future research and help improve the quality and 
effectiveness of science communication.  
 

 
BOX 1-1 

Statement of Task 
 

An ad-hoc multidisciplinary committee of experts will produce a consensus report that 
synthesizes what is known from research about effective science communication and describes a 
comprehensive research agenda to improve the communication of science related to important 
societal issues and decisions that are often contentious.  
 

The committee will:  
 
 identify the psychological, social, cultural, contextual, political, and economic 

factors, media influences, and communications approaches that affect how science 
relating to a broad range of issues (e.g., childhood vaccinations, nanotechnology, 
climate change, food safety, healthy behaviors), is understood, perceived and used 
and how change in the understanding, perception and acceptance of science occurs; 

 examine similarities and differences in the influence of these factors across issues, 
and identify those that, if better understood, have the greatest potential to improve the 
communication of science on contentious issues; 

 develop a conceptual framework to guide its synthesis and research recommendations 
with consideration of the following: communication purposes (goals and objectives); 
audiences and participants; communication setting, tools, devices, social interactions, 
and networks; type of media; type of social issue or science domain; 

 identify critical issues related to research design and measurement. 
 

 
Each chapter in this report focuses on 

 
 a specific challenge or set of challenges and their importance for effective science 

communication; 
 what is known from research about the conditions that affect peoples’ understanding, 

perception, and use of science; and 
 needs for research and innovation.  
 

 A large body of research and scholarship has examined the factors—psychological, 
political, societal, cultural, economic, moral, media-related, and institutional—that influence 
science communication. However, much of this scholarship touches on a single issue area 
(nuclear energy, for example, or genetically modified organisms). This report differs from most 
previous analyses in that it represents an attempt to distill key findings about communicating 
science across many issues and academic disciplines. It is intended to provide an integrated 
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understanding of the challenges of communicating science and the factors that influence people’s 
understanding, perception, and use of science that relates to contentious issues.  

To keep its review of the relevant literature manageable, the committee focused mainly 
on past or current disputes involving science related to contentious issues that include climate 
change, stem cells, nanotechnology, vaccines, hydraulic fracturing, genetically modified 
organisms, nuclear energy, obesity, education policy, and the teaching of evolution and climate 
change in K-12 schools. These topics involve many shared elements of science-related 
controversy, yet also are sufficiently diverse to inform an examination of the personal, economic, 
political, social, and cultural influences entailed in communication, all of which science 
communicators need to understand.  

In addition to examining studies related to the above specific contentious issues, the 
report draws on research in a range of related disciplines (such as health communication, 
environmental communication, risk communication, political science, marketing, social 
marketing, mass communication, and journalism) to elucidate influences on the way people 
encounter and make sense of science, both as individuals and as members of social groups and 
organizations (such as governments, advocacy groups, and religious communities). The 
committee also gathered information from people who may be characterized as “science 
communication practitioners”—professionals who communicate about science, including 
scientists themselves, but do not do conduct research on science communication.  

The committee did not assume that findings from studies of other forms of 
communication would transfer automatically to communicating science. Science offers a unique 
way of understanding the world, and so knowledge about communication in other domains may 
not translate entirely to communicating science, especially when science is involved in 
controversy. It also cannot be assumed that the literature on decision making per se will 
necessarily generalize to communicating science for decision making. Another consideration is 
that the goals of communication studied in other disciplines may or may not be consistent with 
the goals of some science communicators. For example, some fields, such as marketing and 
public relations, offer insights into several aspects of science communication—for example, 
understanding audiences—but the goals of marketing and public relations professionals may 
differ from those of many science communicators.  

This report could not be and is not a comprehensive review of the scholarship on science 
communication. Instead, it synthesizes the most essential points (for which key sources are 
provided as examples), focusing primarily on issues and outcomes specified in the committee’s 
statement of task (Box 1-1): the understanding, perception, acceptance, and use of science 
relating to topics that are often contentious. The report also does not directly address topics in 
formal science education, such as effective teaching methods or curricula related to 
communicating science, or informal science education.2 Moreover, to identify the challenges of 
communicating and gaps in knowledge about the factors that affect people’s understanding, 
perception, and use of science, the committee considered a wide range of science communication 
contexts, such as policy making, journalism, and communications that affect individual and 
public health. However, the report does not analyze each such context in detail. And while many 
topics related to the communication of science are important, not all are amenable to empirical 
study, and such topics are excluded from this report. For example, the important question of what 

                                                            
2 The following National Academies reports address informal science learning and communication: Effective 
Chemistry Communication in Informal Environments (National Academies of Sciences, Engineering, and Medicine, 
2016a); and Learning Science in Informal Environments (National Research Council, 2009). 
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knowledge from science is ready to communicate and worth communicating outside of the 
scientific community involves ethical, practical, institutional, and academic cultural 
considerations that may not be addressable through a research agenda.   

As is emphasized throughout this report, the science of science communication is an 
emergent field. The studies that make up the literature in this field are fragmented, issue-specific, 
and anchored in different disciplines, and often address the specific topic of science 
communication only obliquely. The committee reviewed those studies to gather suggestions on 
how to advance knowledge about effective science communication; those suggestions, however, 
are more tentative and speculative than those that would emerge from a mature and integrated 
field. The report ends with some ideas on how such integration might be accomplished in the 
future. 

It is important to note as well that an assumption underlying the charge to the committee 
is that communicating science will have an effect on people’s behavior and decisions. Although 
some research supports this assumption (e.g., Brewer et al., 2016), the evidence is not as rich as 
it needs to be. The impact of science communication on different types of decisions, in different 
contexts, is an empirical question worthy of substantial additional research. While the committee 
believes the scientific community has an obligation to communicate the results of its work to the 
rest of society, we emphasize that science alone is never a sufficient basis for resolving public 
debate about contentious issues. Moreover, the people concerned in a given science-related 
controversy hold many different opinions about the social, economic, moral, and ethical 
implications of an action, and these opinions all must be weighed in decisions about that issue 
(Yankelovich, 1991).  

Finally, in addressing its charge to identify research with the potential to improve science 
communication, the committee took a broad view and did not interpret a lack of action consistent 
with science as necessarily resulting from a problem with science communication. How people 
define the problem of science communication will differ depending on their perspective. There 
may not be a science communication problem from the perspective of the audience if they 
understand the science and consider it in their decisions (i.e., use it), but behave in a manner 
inconsistent with the best available scientific evidence. For the communicator, this outcome may 
be considered a problem or a failure of science communication, depending on whether the goals 
of the communicator are to inform or persuade. Taking all these caveats into account, the 
committee believes the various disciplines that have studied aspects of science communication 
offer insights into its challenges. Moreover, these insights are ready to be advanced and to be 
integrated into a more coherent approach to communicating science for the benefit of society. It 
is the committee’s hope that the research agenda proposed in this report will guide the field of 
science communication research, serving to assist science communicators and scientists whose 
work pertains to important societal issues. Their collective expertise will be needed to develop 
and test science-informed approaches to communicating science. 
 

THE DIVERSITY OF SCIENCE COMMUNICATORS AND THEIR GOALS 
 

Science is communicated by the scientific community (individual scientists, universities, 
and scientific associations), the media, advocacy organizations, think tanks, corporations, 
nonprofit research organizations, health professionals, and government agencies. Individuals also 
communicate science from their own perspectives as amateurs in their roles as science 
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enthusiasts, issue advocates, or political commentators using social media, the web, and other 
venues.  

 
Goals of Communicating Science 

 
The most effective approach for communicating science will depend on the goal of the 

communication. The committee identified five broad and overlapping goals for science 
communication, each of which places quite different demands on the knowledge and skills of 
science communicators and their audiences and calls for its own distinct approach. These goals 
encompass a wide range of reasons for communicating, from informing audiences to motivating 
the actions of individuals, groups, or societies. The goals may be end points in themselves or 
objectives serving a larger goal that is the communicator’s reason for communicating science. 

First, the goal of science communication may be simply to share the findings and 
excitement of science. Many scientists wish to share their passion and intellectual excitement, 
believing that understanding of their work will enrich the lives of their fellow citizens. And since 
science typically is publicly supported, scientists may feel obliged to tell the public about the 
benefits for which it has paid.  

A second goal of science communication may be to increase appreciation for science as a 
useful way of understanding and navigating the modern world. Although not fully tested, this 
goal assumes that people who have more knowledge about and are more comfortable with 
science, who have a general store of science-related information, and who value science and its 
role in accruing knowledge will be more willing and able to use scientific information 
(knowledge from science and how it is produced) in their decision making. Thus communicators 
may seek to increase people’s general knowledge of science and of how it can improve quality of 
life and help in making decisions, and to expand the base of relevant information used routinely 
by the public—whether government officials, business leaders, or individual citizens. Integrating 
this knowledge with values and other relevant considerations can result in more informed 
decisions.  

A third goal may be to increase knowledge and understanding of science related to a 
specific issue that requires a decision. In this case, communicators may seek to inform or educate 
people about the relevant facts from science, how those facts were derived, and what they mean 
for the decision. Communicators may seek to bring attention to a neglected issue or neglected 
aspects of an issue, or may wish to improve the quality of discourse on an issue—for example, 
through improved media coverage of the relevant science.  

A fourth goal of science communication can be to influence people’s opinions, behavior, 
and policy preferences when the weight of evidence clearly shows that some choices have 
consequences for public health, public safety, or some other societal concern. Communicators 
have, for example, worked to make people aware of the benefits of exercise, the dangers of 
smoking, and the importance of controlling one’s blood pressure. In such cases, communicators 
may feel compelled both to inform people about scientific findings and to persuade people to 
change their behavior or make a particular policy choice. Communicators also may seek to 
influence public opinion—for example, on the benefits or risks of a medical procedure or 
technology—so as to rally support for a specific policy.  

A fifth goal of science communication is to engage with diverse groups so their 
perspectives about science (particularly on contentious issues) can be considered in seeking 
solutions to societal problems that affect everyone. This goal sometimes is met through the 
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formal process of public engagement, often invoked for societal decisions that are difficult 
scientifically, morally, and politically. Many modern technologies, such as human gene editing 
with CRISPR/Cas9 (a technology that makes it easy to target any DNA sequence for alteration), 
are characterized by (1) high levels of scientific, technological, and societal complexity that 
those without relevant expertise (including scientists working outside those areas of expertise) 
have difficulty understanding; (2) rapid translation (“bench to bedside”) or transition from 
laboratory work to applications; and (3) a host of moral, ethical, political and societal 
implications that surround the application and practice of science (e.g., prenatal gene 
modifications in human embryos) (Scheufele, 2014). The need to address all these complexities 
has prompted leaders, both in and outside the scientific community, to call for scientists’ greater 
engagement with the public (Ham, 2015; Leshner, 2003; Rowland, 1993).  

The committee believes that while scientists have a duty to speak about their work, they 
have an equal duty to listen to the public so as to strengthen the quality of public discourse and 
increase the perceived and actual relevance of science to society. This kind of two-way public 
engagement may lead to insights about the problems that particular communities, or society as a 
whole, view as worth solving (Dietz, 2013a). It also can clarify what information society needs 
and wants from scientists. Science is influenced by the various professional and personal 
interests of scientists, their values and goals, and by various outside forces, such as political and 
industry concerns. For these and other practical or scientific reasons, such as limitations in the 
available scientific methods, science may not meet society’s needs for information or speak to 
everyone’s concerns. At a minimum, however, the public expects emerging science and 
technologies such as CRISPR to be discussed beyond the scientific community and monitored in 
a socially responsible way. Science communication as public engagement—by which we mean 
any communication between scientists and nonscientists, not just the formal process of public 
engagement—gives all stakeholders opportunities to discuss the potential risks, benefits, and 
consequences of a technology before it is developed or deployed3; can motivate attention to 
issues important to the public good; and ideally encourages civic participation and expression of 
views by all the diverse groups that are concerned with an issue.  

Communication between scientists and the public can, of course, lead to controversy, but 
not all controversy around science is undesirable. No important societal decision is made solely 
on the basis of scientific evidence; such decisions also are made on the basis of facts, values, and 
understandings derived from other sources, such as personal or professional experience. Further, 
different people and communities are likely to weigh scientific input differently in accordance 
with their differing interests, experiences, and values. The process of public engagement can help 
build and sustain trust among stakeholders and aid in finding common ground through the 
negotiation of necessary trade-offs among divergent values, preferences, and needs (Sarewitz, 
2015). How best to engage the public under different circumstances and on different issues is an 
important empirical question (as described in Chapter 3) that merits additional research. What is 
known now, though, is that public engagement often is essential for acceptable decisions about 
science-related controversies. It is clear as well that even when an issue does not involve a 
widely known controversy, science communication is more effective when scientists are willing 
and able to listen carefully and respectfully to different points of view.4 
                                                            
3 For the purposes of this report, “stakeholders” are defined as individuals or groups with an interest in or concern 
regarding an issue. 
4 This point has been made by many observers and is incorporated in recommendations made in National Academies 
reports on issues as varied as risk assessment, environmental assessment and decision making, climate change 
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Ethical Considerations 
 

 The decision to communicate science always involves an ethical component. Choices 
about what scientific evidence to communicate and when, how, and to whom are a reflection of 
values. This fact becomes especially salient when the science pertains to an individual decision 
or policy choice that is contentious. 
 The extent to which science communication should go beyond science to influence 
decisions (as in the fourth goal described above) has been and will continue to be debated 
(Ratner and Riis, 2014; Scheufele, 2007). In this debate, it is useful to distinguish between 
science communication per se and other types of communication that build on scientific evidence 
to influence behavior.  
 Science communication conveys scientific findings and methods and helps people assess 
how that information applies to a particular issue or situation. The debate centers on whether it is 
also appropriate for scientists to communicate science in order to persuade people to support a 
particular policy option or engage in a particular behavior. Doing so can involve bringing into 
the communication individual or societal values that lie outside the strict domain of science. 
Scientists disagree about where to draw the line in using science for this kind of persuasion.  
 Other types of communication may be designed to persuade but not depend solely on the 
underlying science that is the basis for the message. Examples are public health campaigns 
aimed at persuading teenagers to avoid smoking or binge drinking (Farrelly et al., 2009; 
Goldstein et al., 2008; Wakefield et al., 2003, 2010). These communications may convey the 
negative consequences of the targeted behaviors using emotional appeals, appeals to social 
norms, or other means shown to be effective in motivating behavior change, but may exclude or 
selectively present information from the underlying science.  

As research in the field of science communication moves forward, it will be important to 
better understand and clarify these issues of the ethics of science communication and to promote 
ethical practices.5  

 
THE SIMPLE—AND FALSE—MODEL OF SCIENCE COMMUNICATION 

 
One model of science communication—the “deficit model”—is widely held, simple on 

the surface, and appealing, but frequently does not hold. This model depicts nonscientists simply 
as not yet informed about what science has to say on a topic. In this model, “the science" of an 
important question is settled, and stands immutable and clear to the experts; the task of 
communication is simply to explain the facts to the public. However, real-life science 
communication rarely if ever operates in this way.  

First, although people do at times lack information from science that could be beneficial, 
the science on an issue by its very nature is seldom completely settled, and scientific “facts” not 
only are complex but also can often be interpreted in more than one way. Effective science 
communication conveys both complexity and nuance, and does so in a way that is understood by 
and useful to the audience to which it is directed.  

Second, science communication often is not direct from scientist to audience, but 

                                                                                                                                                                                                
research, and gene drives (National Academies of Sciences, Engineering, and Medicine, 2016b; National Research 
Council, 1996, 2008; see also as an example Rosa et al., 2010).  
5Further discussion of ethical issues in science communication is found in Keohane et al. (2014) and Pielke (2007). 
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mediated by organizations, media, or other actors (who often select the audience themselves). 
This is part of the challenge of communicating science in the midst of controversy, when many 
competing voices are seeking to use the science for conflicting ends. Further, the way people 
interpret the information coming from various sources will be affected by such factors as their 
trust in the source, their existing knowledge of science, and their beliefs.  

Third, although people may need to have more information or to have information 
presented more clearly, a focus on knowledge alone often is not sufficient for achieving 
communication goals. The deficit model is particularly insufficient when people may need to 
decide whether to take an action and what action to take. The model assumes that if an audience 
fails to act in a manner that some consider to be consistent with the scientific evidence, either the 
communication needs to be better crafted or delivered, or the audience is at fault for not knowing 
enough about the science or not being sufficiently appreciative. As noted earlier, however, 
people do not make decisions based solely on scientific information, but take values and other 
considerations into account. Thus it cannot be assumed that audiences that fail to act in 
accordance with the scientific evidence need more information, a better understanding of the 
information, or a greater appreciation of its scientific value. Effective science communication is 
aimed at helping people understand the science relevant to a decision and showing its relevance 
while recognizing that other factors will affect their actions.  

Finally, the deficit model assumes that if a message about scientific information is well 
crafted for one audience, it should meet the needs of other audiences as well. In fact, effective 
science communication is affected by the context and requires engagement with different 
audiences in different places at different times, taking account of what they want to know and 
already know, understand, and believe.  
 

ORGANIZATION OF THE REPORT 
 

Chapter 2 of this report describes factors that contribute to the complexity of 
communicating scientific information and that need to be better understood regardless of whether 
the science pertains to an issue that is contentious in the public sphere. These factors include 
challenges inherent to scientific content, the individuals and groups that are the audiences for 
science communication, characteristics of the communicator, and the approaches used to 
communicate science.  

When the science to be communicated relates to a public controversy, a better 
understanding of the factors discussed in Chapter 2 is insufficient for understanding the 
challenges of science communication. Chapter 3 briefly describes conditions that can cause 
science-related controversies to arise, and identifies factors that need to be better understood for 
effective communication of science related to contentious societal issues.  

Chapter 4 identifies factors in the communication environment, such as those related to 
science journalism, the Internet, and social media, that are rapidly changing and affecting the 
way people seek or encounter information. These changes present both challenges and 
opportunities for communicators of science, whether they be individual scientists or 
organizations inside or outside the scientific community. The factors discussed in this chapter 
relate to communicating science regardless of whether the scientific information pertains to a 
contentious societal issue, although the discussion notes those that are especially relevant to 
science-related controversy. 
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Each of the above chapters contains questions for research surrounding the challenges of 
science communication. Chapter 5 summarizes these questions and describes a set of conceptual 
and methodological issues that need attention if an evidence base for communicating science is 
to be built. It also describes the committee’s observations regarding needs for translational 
research, including forming partnerships between researchers and science communicators and 
building capacity to implement the proposed research agenda.  
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2 
The Complexities of Communicating Science 

 
 
 
 
 

 Science communication is more complex than simply translating the jargon of science 
into language the public understands. Its complexity stems from the diversity and 
interconnectedness of its many elements, including the goals for communicating, the content 
being conveyed, the format in which it is presented, and the individuals and organizations 
involved. People approach science communication from their own starting points—a 
combination of expectations, knowledge, skills, beliefs, and values that are in turn shaped by 
broader social, political, and economic influences. Organizations and institutions involved in 
science communication add their own concerns and influences. Moreover, the communication 
landscape is changing dramatically in ways that offer unprecedented opportunities to 
communicate and connect with others but also pose many challenges, a topic addressed in detail 
in Chapter 4. A primary undertaking for those studying the science of science communication is 
to identify the key factors and best practices for effective science communication that anticipates 
and responds appropriately to this complexity. The issues discussed in this chapter apply to 
communicating science on almost any topic, regardless of whether the science is involved in a 
public controversy related to a contentious issue. The chapter that follows focuses in greater 
depth on the issues that matter in communicating science that relates in particular to topics that 
are contentious in the public sphere. 

 
VARYING NEEDS FOR AND RESPONSES TO SCIENTIFIC INFORMATION  

 
Few people outside the scientific community consume scientific information regularly 

(Boczkowski and Mitchelstein, 2013), although they encounter and benefit from science often in 
their everyday lives. Many people profess interest in science news, yet only 16 percent of the 
public say they follow news about science and technology “very closely” (Mitchell et al., 2016), 
a percentage that has remained below 18 percent since 2000 (National Science Board, 2014). 
Some people may encounter science as adults, and seek to make sense of it, only when it 
becomes important to a decision they must make as individuals or in the context of institutions in 
which they have a role—for example, as consumers, patients, parents, voters, or policy makers.  

Making sense of scientific information is not easy. Consumers, for example, are faced 
with parsing complex and contradictory claims about the risks and benefits of fat, salt, added 
sugar, and genetically modified organisms (GMOs) in food. They must decide whether to agree 
with science-based advice about avoiding obesity, to listen to those who say the causes of obesity 
are not yet well understood, or to ignore science-based debates altogether. Likewise, patients 
must make choices about treatments and drugs—a task that often requires judging among 
contradictory claims about what “science says” and wrestling with inevitable uncertainties about 
the aftermath of any decision they make. Parents must choose whether to accept medically sound 
advice about vaccines. And policy makers must make decisions based on imperfect information 
and forecasts that invariably entail some uncertainties. Those decisions often relate to issues—
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such as environmental regulation, the risks and benefits of new technologies, and food health and 
safety—that are deeply rooted in science.  

Because the decisions they need to make will vary, individuals and groups will vary in 
what they need from science communication. They also will differ in the knowledge and skills, 
ways of interpreting information, and other characteristics that influence how they are likely to 
respond to scientific information. Communicators must therefore be responsive both to people’s 
needs for scientific information and their ways of understanding, perceiving, and using science to 
make decisions. Adding to this complexity is that people’s needs and opinions can change as 
their engagement with science increases. Thus, an effective science communication strategy will 
be iterative and adaptable. In particular, it will evolve over time based on lessons learned about 
what is and is not working, as well as shifting needs and opportunities.  

 
THE NEED FOR FORMAL PUBLIC ENGAGEMENT  

 
Although some goals of science communication can be achieved through one-way 

transmission of the information to an intended audience (as discussed later in this chapter), other 
goals are best achieved by the dialogue that occurs through formal public engagement.1 Such 
goals as generating excitement, sharing information needed for a decision, and finding common 
ground among diverse stakeholders all lend themselves to public engagement as a 
communication strategy. In addition, public engagement can be an important way to learn about 
the concerns, questions, and needs of the audience(s) to which the information is targeted. A 
recent report of the National Academies of Sciences, Engineering, and Medicine (2016b) that 
includes a recommendation on public engagement for the emerging technology of gene editing 
provides a useful example of reasons for using such an approach. As gene editing science 
advances, it spurs many questions about the science and its applications, as well the ethics and 
governance of its use.  

More generally, public engagement offers opportunities to facilitate transparency and 
informed consent among stakeholders and for each stakeholder to both learn from and teach 
others involved in the debate. An essential component of mutual teaching and learning is the 
opportunity to clarify one’s beliefs and understanding, revise one’s opinions, gain insight into the 
thinking of others, and articulate values amid uncertainty about the societal implications of a 
decision. A key benefit of such processes is building and maintaining trust through a fair, open, 
and transparent process. When scientists are transparent about any conflicts of interest, sources 
of funding, or important affiliations related to their work, public views of their integrity can be 
enhanced (National Academies of Sciences, Engineering, and Medicine, 2016b). When dealing 
with morally charged issues, however, the outcome may matter more to people than the fairness 
of the process (Earle and Siegrist, 2008). In these circumstances, simply ensuring a fair process 
may not be sufficient to foster trust and cooperation. 

Engagement models increasingly are used in risk communication as an important way to 
address questions and conflicts related to the ethical, legal, and social issues that arise around 
science (e.g., National Academies of Sciences, Engineering, and Medicine, 2016b). It is also 

                                                            
1“Public engagement” can be defined as “seeking and facilitating the sharing and exchange of knowledge, 
perspectives, and preferences between or among groups who often have differences in expertise, power, and values” 
(National Academies of Sciences, Engineering, and Medicine, 2016b, p. 131). The specific terminology used for 
such activities may vary—some use the term “public participation” or “public deliberation,” for example—but the 
concept remains the same. 
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argued that public participation is part of the role of an engaged citizenry in a democracy.2 In the 
particular context of environmental decision making, research examining diverse traditions of 
public engagement—for example, on issues of Environmental Protection Agency (EPA) 
negotiated rulemaking, watershed management, climate change assessment, forest management, 
land use conflicts, and the cleanup of toxic waste sites—reveals practices associated with 
successful efforts. Among these are the use of processes that are inclusive, collaborative from the 
point of problem formulation, transparent, and characterized by good-faith communication 
(National Research Council, 2008). It should be noted, however, that most, although not all, of 
the available research focuses on public engagement efforts at the local to regional levels 
(National Research Council, 2008). Research is needed to determine effective structures and 
processes for engaging the public at larger scales, including the potential for online public 
engagement (Davies and Gangadharan, 2009). This need will become even more acute as nations 
cope with such problems as climate change that are global in scope (Corner and Pidgeon, 2010; 
Payne et al., 2015).  

Public engagement is difficult to do well. The process of bringing together many 
stakeholders and publics is a challenging one that requires substantial preparation and support. 
Some critics suggest that low levels of knowledge about and attention to science, problematic 
group dynamics, and low levels of participation can make the process unproductive or even 
counterproductive in some cases (Binder et al., 2012; Merkle, 1996; Scheufele, 2012). Given that 
public participation may be especially useful when science is involved in controversy, Chapter 3 
details principles of public engagement and additional needs for research. 

Engaging the public may not appear to be essential in some situations, but there are both 
ethical and practical reasons, and in some cases legal mandates, for carrying out public 
participation (National Research Council, 2008). In science-related controversies, all three 
reasons for public engagement may be in play, making it important for research to attend to the 
design of engagement and deliberation processes involving science in a wide range of 
circumstances (see Chapter 3). 

 
CHALLENGES POSED BY SCIENTIFIC CONTENT 

 
 The nature of the information or the state of the science itself can pose a challenge for 
communication. Science is expected to yield information that is useful to society—if not 
immediately, then eventually through a self-correcting and cumulative process. Science offers a 
unique, rule-governed method for producing reliable knowledge about the world. However, 
scientific findings often represent work in progress, are applicable only to particular contexts or 
populations, or are unsettled about questions to which the public wants clear answers. This 
section focuses on the uncertainty associated with scientific information and the challenges it 
poses for science communication. 

Uncertainty has a number of sources that affect how it might be communicated. 
Researchers have developed ways to classify the types and sources of uncertainty.3 Some sources 
                                                            
2See, for example, Delli Carpini et al. (2004), which examines a range of outcomes that could be objectives of 
public deliberation and challenges of engagement to be addressed through research.  
3For example, one typology identifies five main sources of uncertainty based on a review of the literature (Politi 
et al., 2007): (1) uncertainty about future outcomes (often called “risk” and operationalized as probabilities); (2) 
ambiguity, or uncertainty about the strength or validity of evidence about risks; (3) uncertainty about the personal 
significance of particular risks (e.g., their severity or timing); (4) uncertainty arising from the complexity of risk 
information (e.g., the multiplicity of risks and benefits or their instability over time); and (5) uncertainty resulting 
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are inherent to science and cut across all scientific disciplines, while others, such as the use of 
certain estimation models or methods of measurement, are specific to particular scientific fields. 
Uncertainty may relate to the complex nature of scientific information or to how people process 
such information. It can arise when predicting future outcomes using probabilistic evidence 
(risk) or when deciding about the degree to which scientific evidence applies to a particular 
context or has personal significance. Continued research can resolve some uncertainty by 
providing additional evidence, but in other cases, and especially with complex problems 
involving science, uncertainty will persist. Despite inherent uncertainties, science may inform 
decisions, but how to interpret the relevance of the information may be negotiated among 
consumers of scientific information, such as individual decision makers or groups of 
stakeholders (Dietz, 2013a). 

As a rule, people dislike uncertainty and try to avoid ambiguity (Fischhoff and Kadvany, 
2011; Kahneman, 2011). When faced with decisions, they often will choose the least vague 
alternative even when more vague alternatives have a better expected payoff (Ellsberg, 1961; 
Wallsten, 1990). Scientists, including medical professionals, may be reluctant to discuss the 
uncertainties of their work as well (Fischhoff, 2012; Politi et al., 2007). It is tempting, then, to 
avoid talking about uncertainty when communicating science, but this may be a mistake. Some 
audiences know that uncertainty exists and say they want to be informed about how certain 
scientific findings are (Frewer and Salter, 2007). It also is possible that failing to discuss 
uncertainty conveys a false sense of certainty that can undermine trust should the information 
have to be revised in light of new findings (Binder et al., 2016; Frewer and Salter, 2007).  

Reactions to the various types of uncertainty differ among individuals depending on their 
characteristics and values (Peters, 2012a; Politi et al., 2007). In the absence of clear explanation, 
people may attribute uncertainty to a variety of incorrect sources (e.g., Dieckmann et al., 2015). 
Some, for example, may attribute uncertainty to poor science (Freudenburg et al., 2008; Johnson 
and Slovic, 1995). In some cases, communicating uncertainty can diminish perceived scientific 
authority (Funtowicz and Ravetz, 1992; see also National Research Council, 2014; Rosa et al., 
2013). And for some patients in medical settings, receiving information about uncertainty can 
make them feel less satisfied with a decision (Han et al., 2011a; Politi et al., 2011). On the other 
hand, the communication of uncertainty in some contexts promotes a sense of transparency that 
can foster trust (Johnson and Slovic, 1995). Clear information about uncertainty also can be 
helpful to decision makers weighing risk (Fischhoff and Davis, 2014; Joslyn and LeClerc, 2012; 
Joslyn et al., 2013). These findings suggest that audiences vary in their desire for and responses 
to information about uncertainty. One form of uncertainty concerns conflicting evidence or 
confusion about how much evidence supports different points of view. Scientists themselves may 
be uncertain and disagree about how to interpret scientific evidence. Such real or perceived 
conflicts can be quite disconcerting to audiences (Politi et al., 2011). The weight of evidence, or 
the degree to which facts and causal explanations regarding a particular issue are well 
established, may be insufficient to support a conclusion in cases in which the science is 
emergent, uncertain, or contested. Examples include the causes and impacts of obesity, the 
relative merits of technologies for responding to climate change (such as carbon capture and 
storage and solar radiation management), the social and health impacts of “vaping,” and the 
academic consequences of introducing more market-like policies in education (such as vouchers 

                                                                                                                                                                                                
from ignorance. For another example of classifications of uncertainty, see Han et al. (2011b). For further discussion 
of scientific uncertainty as part of decision making, see Institute of Medicine (2013, 2014) and National Research 
Council (2006).  
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or charter schools). In addition, while the science may be relatively certain in one context, its 
application to another context, particularly to a complex local problem such as the contamination 
of a water supply or the implications of climate change, may increase scientific uncertainty. 

With some issues, on the other hand, the weight of evidence leads to broad agreement 
within the scientific community. Such issues include the human contribution to climate change, 
the health benefits of vaccines, and the validity of evolutionary theory. In these cases, varying 
numbers of people remain unsure or unconvinced about the weight of evidence behind the 
assertions of the scientific community. In the case of climate change, one study found that 
communication that conveys a high degree of scientific consensus on an issue can increase 
people’s acknowledgment of that consensus (van der Linden et al., 2015), although it is unclear 
whether accepting scientific consensus influences people’s attitudes or beliefs about an issue 
(Kahan, 2016) or support for particular policies (Kahan, 2016; McCright et al., 2013a). Further, 
some evidence indicates that political views influence people’s perceptions about scientific 
consensus on climate change (e.g., McCright et al., 2016). More remains to be learned about how 
audiences vary in their response to information about consensus on various issues.  

National Academies reports have examined how to represent the level of agreement about 
scientific findings in the scientific community and the approaches that may be effective in 
different contexts.4 The Intergovernmental Panel on Climate Change (IPCC) employed labels to 
characterize confidence in scientific claims using the type, amount, quality, and consistency of 
the data, in addition to presenting information with statistics and probabilistic terms. However, 
people disagree widely about what verbal probability terms mean (Teigen and Brun, 2003). 
Thus, attempts to legislate such translations, such as that made by the IPCC, have not succeeded 
(Budescu et al., 2014; Teigen, 2014). The inclusion of numerical probabilities alongside verbal 
probabilities appears to result in more accurate interpretations than use of either alone (Budescu 
et al., 2012, 2014; Sinayev et al., 2015). Ultimately, the effectiveness of communications about 
uncertainty depends on the decision context (Fischhoff and Davis, 2014; Savelli and Joslyn, 
2013; see also the discussion in Zikmund-Fisher, 2013) and the clarity of the communication 
format (Institute of Medicine, 2014; Spiegelhalter et al., 2011; Stephens et al., 2012; Taylor et 
al., 2015). 

Research is needed to identify best practices for communicating the uncertainties of 
science in ways that convey the weight of evidence and speak to the particular questions people 
may have about specific sources of scientific uncertainty surrounding an issue. Formats are 
needed for communicating uncertainty to individuals or groups to support the use of scientific 
information as part of decision making, as are approaches that can be used to communicate on a 
large scale.  

 
KEY INDIVIDUAL AND ORGANIZATIONAL FACTORS: DIFFERENT AUDIENCES, 

DIFFERENT NEEDS  
 

A responsive orientation to science communication means that the needs, abilities, 
perspectives, and constraints of the audiences are considered in the approach taken to 
communicating. This section addresses how three key aspects of audiences affect science 
communication: (1) prior knowledge of science, (2) ability to understand numeric information, 
and (3) ways of interpreting new information. Together, these factors help explain why the same 
information from science can be understood and perceived so differently among different 
                                                            
4Examples include discussions of vaccine-adverse events, as in Institute of Medicine (1994, 2002).  
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individuals. While the influences discussed here are evident for many people in the contexts 
within which they have been studied, further study is needed to determine the importance of each 
of these influences to communicating science to specific audiences in particular contexts to 
achieve specific goals. Research also is needed to determine their particular importance when a 
societal issue is contentious or when the science itself is controversial.  

 
Prior Knowledge of Science: Debunking the “Deficit Model” 

 
A long-standing question among science communicators is whether people have 

sufficient understanding and skills, such as science literacy, to make sense of science 
communication and to express their views as informed citizens on issues involving science. 
According to a recent National Academies report on the topic, science literacy can be broadly 
defined as having “some level of familiarity with the enterprise and practice of science” 
(National Academies of Sciences, Engineering, and Medicine, 2016c). A central theme of that 
report is that science literacy can be considered a characteristic not only of individuals but of 
communities and societies as well.) 

Knowledge levels among the general public, if measured as simple recall of scientific 
facts, have remained fairly high over time (Scheufele, 2013). At the same time, knowledge of 
scientific methods and thinking appears to be less widespread. Only one in four Americans 
(26 percent) in 2014 could explain “what it means to study something scientifically,” and only 
half of Americans (53 percent) had a correct understanding of randomized controlled 
experiments (National Science Board, 2016a). 

For most people, formal science education ends in high school. Yet science continues to 
evolve, producing new information, discoveries, and technologies. Therefore, science education 
is seen as a lifelong process of learning that occurs across settings (Dierking and Falk, 2016). 
Most studies show that science literacy is strongly associated with level of education (National 
Science Board, 2016a), and only one-third (32.5 percent) of Americans over age 25 hold a 
bachelor’s or advanced degree (Ryan and Bauman, 2016). According to the National Science 
Board (2016b), moreover, as of 2013 only about 21.1 million adults in the United States had 
attained a bachelor’s or higher-level degree in a field of study involving science or engineering—
about 9 percent of the 226.4 million Americans over age 21 (U.S. Census Bureau, 2013). 
Therefore, only about 1 in 10 American adults have had formal education as scientists or 
engineers. 

The deficit model would predict that the more knowledge one has about science and the 
way it works, the more positive one’s attitudes toward science will be and the more consistent 
one’s decisions with scientific evidence. Yet a growing body of research on the links between 
amount of scientific knowledge and attitudes toward science underscores that this is not a simple 
and direct relationship. Rather, a person’s characteristics, background, values and beliefs, and 
cues from mass media shape the linkage between general scientific knowledge and attitudes 
(Brossard et al., 2005; Ho et al., 2008; Scheufele and Lewenstein, 2005). Once these factors are 
taken into account, the relationship between knowledge and attitudes across studies is either 
weakly positive, nonexistent, or even negative (Allum et al., 2008; National Academies of 
Sciences, Engineering, and Medicine, 2016c) (see the more detailed discussion of this point in 
Chapter 3). These findings point to the importance of testing individual messages carefully 
before they are used. Moreover, knowledge is not a prerequisite for holding an opinion on a 
topic, which may explain in part the lack of relationship between knowledge and attitudes. 
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Surveys show, for example, that a vast majority of people favor labeling GMOs in food, while 
many fewer people demonstrate knowledge about them (McFadden and Lusk, 2016).  

 
Ability to Understand Numeric Information 

 
 Numerical information and concepts are often an important part of communicating 
scientific information, including scientific uncertainty. The understanding and use of 
mathematical concepts and numeric information often is referred to as “numeracy.” Many 
people, however, have difficulty understanding the quantitative and probabilistic information that 
frequently is the language of science. Problems with numeracy frequently affect even scientists 
outside of their areas of expertise. Thus when communication strategies need to convey 
quantities, rates, and probabilities, careful attention is required to the substantial body of research 
on how people process, and commonly misunderstand, such information, as well as to the best 
available tools for presenting it, as described later in this chapter.  

Communication that take people’s challenges with numeracy into account are more 
effective at improving understanding of the information presented, and in the health context, 
even at improving health outcomes (e.g., Peters et al., 2007). A large research literature on health 
decisions suggests the following steps for presenting numeric information so that it is understood 
and used effectively (see Institute of Medicine, 2014): (1) providing such information (i.e., not 
avoiding numbers); (2) reducing the cognitive effort required from the patient or consumer and 
requiring fewer inferences; (3) explaining what the numbers mean, particularly when the 
numeric information is unfamiliar to the audience; and (4) drawing attention to important 
information. Research outside the health domain is needed to determine how numeric 
information, such as uncertainty, can be presented in a way that facilitates comprehension and 
use of the information across individuals, including those with lower numeracy. (A few 
systematic studies in this area do exist—for example, in finance [Soll et al., 2012] and in 
environmental domains [Hart, 2013; Markowitz et al., 2013; Myers et al., 2015].)  

 
Ways of Interpreting New Information 

 
As noted earlier, beyond knowledge and skills for interpreting scientific information, 

people hold a variety of beliefs, values, and ways of understanding the world that shape their 
interpretations of new information. These predispositions are discussed below; a more detailed 
discussion of the roles of beliefs and values is included in Chapter 3 because of the central role 
they play in communicating science related to contentious societal issues. 

 
Beliefs People Use to Explain the World 

 
 One approach to understanding variation in how people interpret scientific information 
focuses on their “mental models”—the sets of beliefs they hold to explain how the world works 
(Bruine de Bruin and Bostrom, 2013). People who are deeply versed in the methods, theories, 
and facts of a particular scientific discipline use mental models quite different from those of 
nonexperts (Chowdhury et al., 2012). Nonexperts tend to apply multiple and often idiosyncratic 
explanations for a phenomenon. They also rely on metaphors and analogies to draw inferences 
(Bostrom, 2008) and often focus on the less relevant aspects of a problem or phenomenon (Chi et 
al., 1981; Downs et al., 2008). 
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People apply these ideas to their interpretations of new information, and their prior 
mental models tend to be resistant to change even when they encounter information to the 
contrary. Understanding people’s mental models can help communicators identify gaps in what 
people know, as well as misinformation or conceptions that affect how they make sense of an 
issue. With these insights, communicators could, for example, design approaches (such as 
framing, discussed later in this chapter) for making information more accessible to people, who 
could then use it in making decisions (Nisbet, 2014; Scheufele and Scheufele, 2010).  The role of 
beliefs in science communication when science is involved in public controversy is discussed 
further in Chapter 3.  

 
Mental Shortcuts: Heuristics, Emotion, and Motivated Reasoning 

 
At times communicators may expect people to evaluate scientific uncertainty and other 

evidence based on full knowledge and understanding of the information they receive, but that 
simply is not how the human mind appears to work when confronted with complexity. Instead, 
when trying to interpret scientific uncertainty and other complex information, people reduce 
mental effort by using a variety of heuristics or mental shortcuts to evaluate the evidence 
(Tversky and Kahneman, 1974). These shortcuts are usually adaptive, allowing people to decide 
quickly and efficiently how likely or how dangerous something is. Trust in, or deference to, 
scientific authority is an example of a reasonable shortcut people use for forming opinions or 
attitudes about science (Brossard and Nisbet, 2007). Yet shortcuts can bias interpretations of 
science, especially scientific uncertainty (Bruine de Bruin et al., 2007). For example, they 
influence understandings, memories, and reactions so that people pay more attention to, or 
weight more heavily, information that is consistent with their preexisting feelings about a 
subject. People also have a propensity to perceive that information they encounter frequently is 
more true or important than information they have encountered less often, even when that 
inference is incorrect (Fazio et al., 2015).  

The use of emotions, in particular, is a critical mental shortcut in understanding and 
reacting to scientific information (Slovic et al., 2004). Like other mental shortcuts, emotions 
generally are helpful because they quickly inform perceptions of risks and benefits (e.g., “If I 
feel bad about a hazard, then it must be high in risk and low in benefit” [Finucane et al., 2000]). 
Emotional reactions motivate people to act and guide them to think more about important risk 
information in ways that would not occur without those emotions (Evans et al., 2015). But these 
same adaptive mental shortcuts also can bias reactions to science. As a result of these shortcuts, 
for instance, people’s initial emotional reactions to new information can persist, shaping and 
limiting how they respond to subsequent information (Bruine de Bruin and Wong-Parodi, 2014). 
These shortcuts also may cause people generally to attend more to negative than to positive 
information (Shaffer and Zikmund-Fisher, 2012).  

Furthermore, people with lower numeracy are more likely to rely on these heuristics 
when engaging in complex judgments and decisions such as those that involve science, and 
especially scientific uncertainty (Peters et al., 2006; Sinayev and Peters, 2015). They also rely 
more on narratives and the way information is presented in particular lights (discussed below) 
instead of applying the probabilities and other numbers critical to understanding science (Peters, 
2012a). Of course, highly numerate individuals also sometimes misunderstand numeric 
information and use heuristic processing, but to a lesser degree (Peters et al., 2007; Chapman and 
Liu, 2009). Careful attention to how scientific uncertainty and other numbers are presented can 
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reduce the use of heuristics and increase understanding and use of provided numbers, especially 
among the less numerate (Institute of Medicine, 2014).  

One form of mental shortcut is motivated reasoning, defined as the “systematic biasing of 
judgments in favor of one’s immediately accessible beliefs and feelings [that is] built into the 
basic architecture of information processing mechanisms of the brain” (Lodge and Taber, 2013, 
p. 24).5 Most, and perhaps all, people possess this natural reluctance to accept facts, evidence, 
and arguments that contradict the positions they hold. Because individuals tend to engage in 
motivated reasoning, the source of communication about a science-related topic and how that 
information is presented are likely to trigger specific associative pathways and patterns of 
thinking that will influence their attention to and interpretation of all subsequent information 
(Kraft et al., 2015). 

 
Cognitive Dissonance 

 
Cognitive dissonance is the feeling of discomfort that arises from holding two conflicting 

thoughts or a thought that is discrepant with one’s behavior (Festinger and Carlsmith, 1959). The 
desire to end this discomfort is a strong motivator to resolve the conflict by changing either one’s 
behavior or one’s thinking. Cognitive dissonance can lead to attempts to justify one’s existing 
behavior or way of thinking, making a decision or attitude resistant to change. Indeed, people 
tend to doubt or reject expert persuasive messages that threaten or could lead to restrictions on 
freedoms or social activities they value (Byrne and Hart, 2009). For this reason, communicators 
need to be careful not to question or assault people’s values, and alternative information needs to 
be provided in a nonthreatening way.  

 
SOCIAL INFLUENCES ON HOW PEOPLE INTERPRET SCIENCE 

 
Little research has examined directly how groups and social contexts (e.g., social 

networks, group norms, group membership, social identity) in which people are situated 
influence science communication (Bliuc et al., 2015; Pearson and Schuldt, 2015). Research is 
therefore needed on how groups (ranging from local governments to civic associations to 
planning boards) may differ in their attentiveness or response to science communication and the 
mechanisms by which different groups can best be reached and involved as audiences or 
participants in the science communication process. For example, a National Academies study 
focused on science literacy proposes that “community-held” science literacy is a concept to be 
explored in future research (National Academies of Sciences, Engineering, and Medicine, 
2016c). Research taking social influences into account could take advantage of statistical and 
data collection approaches that could provide a more nuanced understanding of group-level 
influences than currently exists (e.g., Contractor and DeChurch, 2014).  

A particular need is a better understanding of groups that are underrepresented as 
audiences or participants in many traditional forms of science communication. Groups that may 
differ in their attentiveness or response to science communication may be distinguished by race, 
ethnicity, language status, income, or education level, and their responses may differ as a result 
of differences in conditions, norms, beliefs, or experiences. Some of these disparities with 

                                                            
5 Many social science disciplines have studied this phenomenon, although the terms used for it differ. In some areas 
of psychology and political science, for example, it is called “biased assimilation,” while in decision sciences it is 
termed “Bayesian updating” (e.g., Lord et al., 1979; Munro and Ditto, 1997; Munro et al., 2002). 
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respect to knowledge acquisition—often called “knowledge gaps”—are discussed in Chapter 4. 
In the health domain, evidence suggests such gaps extend to disparities in the ability to access 
information sources and the capacity to process information—which may, for example, be 
limited by language barriers—and the ability to act on health information—resulting, for 
example, from a lack of health insurance (Viswanath, 2006).  

In other research on group differences, whites and nonwhite racial and ethnic groups are 
divided along different political lines with regard to specific topics such as climate change 
(McCright et al., 2016; Schuldt and Pearson, 2016) and receptiveness to new medical 
technologies (Groeneveld et al., 2006), and whites relative to nonwhites generally are more 
deferential to scientific expertise (Blank and Shaw, 2015). In some instances, these differences 
may be rooted in objective experiences with science, either contemporary or historical. High-
profile abuses, such as the Tuskegee syphilis study, appear to have contributed to higher levels of 
mistrust of science among African Americans, although the precise nature of the linkage is 
uncertain (Freimuth et al., 2001), as is the extent of this mistrust. Science communicators at a 
minimum need to be aware that messages from science may be heard differently by different 
groups and that certain communication channels, modes, messengers, or messages are likely to 
be effective for communicating science with some groups and not others.  

 
PRESENTING INFORMATION IN DIFFERENT FORMS 

 
The way in which scientific information is presented also affects how people interpret it. 

Whereas formally engaging the public, as discussed earlier, fosters multiway communication, the 
approaches that follow are used more commonly, though not exclusively, in one-way 
communication about science.  

 
Framing 

 
Framing is casting information in a certain light to influence what people think, believe, 

or do. Framing often is used to communicate that an issue is a priority or a problem, who or what 
might be responsible for it, and what should be done about it (Iyengar, 1991, 1996). Climate 
change, for example, could be presented as a grave environmental risk, as a public health risk, or 
as an opportunity for innovation and economic development (Nisbet and Scheufele, 2009). 
Frames are used to communicate in a wide range of channels that include conversation, public 
debate, and media reports. They also are used to deliver persuasive messages such as those 
intended to further public health–related goals. Marketing professionals and researchers have 
long employed and studied approaches to communicating in media, including online 
environments, to persuade others, including efforts to adopt healthy practices (see, for example, 
Kotler and Keller, 2015; LeFebvre, 2013; Stewart, 2014). While the methods and tools from 
these fields may be useful for science communication, any practices from these fields would 
need to be tested in the context of science communication where persuasion was the goal. 

Research suggests that such frames are likely to influence judgments about complex 
science-related debates when they are relevant to an individual’s existing ways of organizing, 
thinking about, and interpreting the world (Nisbet and Scheufele, 2009; Scheufele, 2000). In the 
case of GMOs, for instance, information framed in terms of social progress and improving 
quality of life may fit one individual’s way of thinking about the issue, while a frame that 
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focuses on public accountability and right to know may appeal to another (Nisbet and Scheufele, 
2009).6  

Much of the research on framing to date has involved experiments comparing equivalent 
messages that convey either gains or losses (gain/loss framing) associated with an action or lack 
thereof. Other research compares the effects on audiences of science reports cast with different 
emphases (emphasis framing). Some information, for example, may be described in terms of 
local or personalized stories, while other descriptions offer general knowledge or statistical facts.  

 
Gain/Loss Framing  
 

Hundreds of studies across a range of fields have tested the ability of gain/loss framing 
strategies to influence specific types of behaviors. Reviews of these studies paint a contradictory, 
uncertain picture. For example, whether framing in terms of gains or losses is more effective 
appears to vary depending on the type of message—that is, for instance, whether the message is 
intended to encourage behaviors to maintain health or detect illness or actions to mitigate climate 
change (Rothman and Salovey, 1997; Gallagher and Updegraff, 2012).  

Meta-analyses of studies testing the effects of gain/loss framing on health prevention 
attitudes, intentions, and behaviors, including safe sex and vaccination, find either weak or no 
effects on attitudes and intentions and limited effects on behaviors (O’Keefe and Jensen, 2007; 
O’Keefe and Nan, 2012). Within health promotion research, effects of framing vary depending 
on whether the message is intended to affect behaviors related to skin cancer prevention, 
smoking cessation, and physical activity (for which small but potentially important effects were 
found), or to affect attitudes toward or intentions to seek out screening to detect illness (which 
showed no effects according to meta-analysis [Gallagher and Updegraff, 2012]). Similar patterns 
of mixed findings have been found in research on climate change communication. Messages 
framed in terms of environmental and economic gains rather than losses, for example, have led 
to greater support for mitigation-related actions (Spence and Pidgeon, 2010; Hurlstone et al., 
2014). Other research has found no influence on attitudes when messages emphasize benefits 
over risks (Bernauer and McGrath, 2016). 

 
Emphasis Framing  
 

In this line of research, frames are rendered as interpretive story lines that communicate 
what is at stake in a complex policy debate and why the issue matters. The story lines influence 
decisions by offering different trains of thought, each of which emphasizes one dimension of a 
complex issue over another—for example, pointing to new applications of an emerging science 
such as nanotechnology instead of the potential risks and benefits (Anderson et al., 2013). A 
common type of experiment in emphasis framing compares episodic and thematic framing: 
scientific information is cast either in terms of specific personalized stories (episodes) or more 
broadly (themes). Episodic framing, for example, might focus on the effects that foregoing 

                                                            
6 This discussion focuses on intentional framing, although framing is always present in messages even if the 
communicator’s use of a frame is not intentional or intended to influence people. The use of framing by scientists is 
a matter of debate. One issue concerns how to choose a frame that does not inadvertently convey misinformation 
(similar to the concern scientists can have about the use of analogies to communicate science). Another concern is 
whether scientists should communicate to influence people, as discussed in Chapter 1. For further discussion about 
the ethics of framing in science communication, see Keohane et al. (2014).  
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vaccination had on a particular family and their children’s health. Thematic framing, in contrast, 
might present statistics about the likelihood of adverse health effects should vaccination rates 
drop below certain levels. As with gain/loss framing, however, evidence for the effectiveness of 
either approach in changing attitudes or the degree of support for a particular action is mixed. 
Also mixed are findings on framing complex science-related problems such as obesity or climate 
change in terms of personalized stories as a persuasive strategy for encouraging behaviors or 
building support for policy actions. Some studies indicate that this approach is ineffective (Hart, 
2010; Coleman et al., 2011), while others show that narrative accounts can lead to greater 
support for particular policies or intention to vaccinate (Dahlstrom, 2014; Niederdeppe et al., 
2014; Nan et al., 2015).  

Some argue that framing as a concept has become too broad and overlaps too much with 
other effects of the media on people’s decisions about the issues and ways of thinking that are 
salient to them (Cacciatore et al., 2016) (see Chapter 4). This conceptual murkiness may be one 
explanation for the unclear findings noted above. Results also may appear mixed because the 
research has not been systematic within or across the disciplines that study framing. It would be 
fruitful for future experimental research to determine the effects of particular kinds of frames on 
certain types of outcomes and to assess the degree to which these effects generalize to 
communicating about a range of issues.  

Knowledge of framing effects could be enhanced with national samples and studies of 
framing in which people were subjected to competing messages from social media and other 
sources (McCright et al., 2015; Nisbet et al., 2013), as is typical of complex, real-life 
communication environments (see Chapter 4). Research also is needed to determine the extent to 
which framing of an issue matters and when it is best done. Important as well is to determine 
effective ways of continually reframing an issue in response to changes in people’s perceptions 
and understandings, or misunderstandings, about science as a public controversy evolves.  

 
Helping Audiences Understand Uncertainty and Complexity 

 
Research has evaluated various ways of presenting information for greater understanding 

of complexity and uncertainty. Science communicators frequently use narratives—information, 
including complicated numeric or statistical information, presented in the form of a story—to 
help explain complex issues (Entwistle et al., 2011; Reyna and Brainerd, 1991; Shaffer and 
Zikmund-Fisher, 2012). Narratives can increase audience engagement with and attention to 
science communication, and be easier to remember and process (Bekker et al., 2013; Dahlstrom, 
2014; Kanouse et al., 2016; Winterbottom et al., 2008) relative to traditional forms of scientific 
communication. However, the use of narratives to promote understanding in science 
communication remains understudied (Dahlstrom, 2014). A common concern about narratives 
among experts is that they can sway people from using the presented statistical information 
(Downs et al., 2008; Kanouse et al., 2016; Shaffer and Zikmund-Fisher, 2012; Winterbottom and 
Bekker, 2009).  

As might be expected, people who are low on measures of numeracy prefer and are more 
influenced by explanations that are presented as stories than by those that involve numbers 
(Dieckmann et al., 2009). People with higher numeracy are less sensitive to how information is 
presented (Institute of Medicine, 2014). This finding is in line with other evidence suggesting 
that people with lower numeric skills tend to focus on narrative and other non-numeric 
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information (e.g., information frames) even when it is irrelevant to the point, while ignoring 
relevant numbers (see Peters, 2012a; Reyna et al., 2009; Volk et al., 2008).  
 Despite the difficulty that numeric information poses for many people, it is sometimes the 
best way to promote understanding of the science, as experiments in communication about 
climate change, health, and the environment have demonstrated (Budescu et al., 2009; Myers et 
al., 2015; Peters et al., 2014). People who receive numeric information about scientific consensus 
on climate change, for example, estimate that consensus more in line with reality relative to 
those given non-numeric descriptive information (Myers et al., 2015).  
 

THE SPECIAL CASE OF POLICY MAKER AUDIENCES 
 

Policy making occurs in a complex system that includes formal structures and procedures 
and a broad range of policy networks, actors, and organizations that affect how people involved 
in the system encounter and interpret information. When policy issues have substantial scientific 
content, policy networks involved with the issue will usually include individuals and 
organizations with concomitant scientific expertise (Dietz and Rycroft, 1987; Dietz et al., 1989). 
Nonetheless, biases in reasoning and assimilation of new information and the tendency of people 
to network and bond with similar others can prevent the spread and use of information across 
networks (Henry and Vollan, 2014). (For further discussion of networks in science 
communication, see Chapter 4.) 

Research has shown that the use of science in policy making is not a straightforward 
process involving a simple, traceable relationship between the provision of information and a 
specific decision. Even when policy makers have access to and understand all the relevant 
sources of information, they will not necessarily weigh science heavily or use it to identify and 
select among policy options (e.g., National Research Council, 2012; Weiss, 1988). There is a 
paucity of evidence, however, on effective practices and structures for affecting policy makers’ 
understanding, perception, and use of science (National Research Council, 2012).  

As discussed above with respect to decision making generally, policy makers do not rely 
solely on the scientific information relevant to an issue. Values and personal interests operate at 
each stage of the policy process, from agenda setting to policy formulation, budgeting, policy 
implementation, policy monitoring, and policy evaluation. Policy makers, like everyone else, use 
mental shortcuts discussed earlier that affect their attention to and use of information, including 
when making decisions (Carnevale et al., 2011). Overall, evidence on the impact of science 
communication on policy decisions is still sparse and murky. A broader literature examines how 
the structure of policy networks influences and is influenced by values and beliefs, but research 
is only beginning to address scientific understanding per se (Frank et al., 2012; Henry, 2011; 
Henry et al., 2011). One reason for this lack of evidence is that it is difficult to study and assess 
how policy makers make sense of, are affected by, and use information from science. Policy 
makers vary in their science-related abilities and knowledge, and in some respects are influenced 
by the same factors that affect everyone’s understanding and perceptions of science. For 
example, like most people (including scientists themselves who encounter scientific evidence 
outside their own areas of expertise), they need to have scientific information interpreted and 
validated by trusted sources.  
 In a complex policy-making environment, it is almost impossible to know with any 
certainty that a specific decision made by an individual or group resulted from a specific 
encounter with relevant information. From the perspective of science, a goal of communicating 
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with policy makers is to ensure that relevant scientific information is received and understood by 
those who may use it to make a decision. From this perspective, it may be sufficient to assess the 
effectiveness of science communication by documenting that the information was received, 
understood, shared, or discussed in a formal policy process (e.g., formal arguments, 
congressional testimony, public deliberations) (National Research Council, 2012). Research is 
needed to determine how science communication can influence these processes and how they are 
affected by science-related controversy. 

Both individuals and organizations play a role in aggregating, diffusing, and interpreting 
scientific information for use by policy makers. The remainder of this section reviews several 
approaches to science communication within the policy-making context. 

 
Aggregation and Translation 

 
One approach to communicating science to policy makers involves one-way 

communication, such as issue briefs or websites. Examples of communicators using this 
approach from the health and education arenas include the Cochrane Collaboration, the 
Campbell Collaboration, and the What Works Clearinghouse. These organizations gather 
evidence about effective interventions that they communicate through research summaries, lists, 
or guidelines so that policy makers can readily grasp the relevance of the information to a 
decision or task at hand. It is unclear, however, whether such translation efforts enhance the 
understanding or use of evidence-based practices (Ginsburg and Smith, 2016; Glasgow and 
Emmons, 2007; Green and Siefert, 2005; Lavis, 2006; Slavin, 2006).  

 
Brokering 

 
Another organized approach to communicating science occurs in the form of brokering. 

A broker in this context is an intermediary (an organization or a person) that bridges science and 
policy making by providing information while developing relationships within networks and 
linking those who produce knowledge with those who may use it. Brokering may include 
facilitating agenda setting and other conversations among multiple stakeholders regarding 
complex or contentious societal problems that involve science. Although individuals may serve 
as brokers, “boundary organizations” also play this role and have been identified as critical to 
increasing evidence-informed decision making (Dobbins et al., 2009). Boundary organizations 
are entities that facilitate the flow of information among researchers, stakeholders, and policy 
makers while refraining from advocating policy positions (Bednarek et al., 2016). They may be 
think tanks, university-based policy centers, or other nonprofit research and policy organizations. 
Such organizations are able to devote the needed time, expertise, and resources to the task, and 
have been particularly useful in connecting researchers and policy makers (Bednarek et al., 
2016). A small emerging literature, consisting mainly of case studies of established policy 
networks, documents the processes, associated outcomes, and conditions for the success of 
boundary organizations (e.g., Am, 2013; Bednarek et al., 2016; Leith et al., 2016). Other 
emerging research examines how information flows and evolves as it is used by bridging 
organizations and in policy networks (Bidwell et al., 2013; Frank et al., 2012; Henry and Vollan, 
2014; Lemos et al., 2014; Lubienski et al., 2014). Research is needed to determine how science 
is best communicated to achieve particular goals in the context of such networks and 
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organizations. What, for example, is the effect of boundary organizations on the quality or 
outcomes of policy discussions of science-related issues? 

 
Partnerships 

 
Another approach is aimed at fostering communication by positioning data and evidence 

as complements, not alternatives, to the professional knowledge, values, and practical experience 
of policy makers and the officials who implement the policies. Through partnerships entailing 
sustained interaction with members of the policy system and the practitioner community, 
researchers come to understand local needs and circumstances, while policy makers and 
practitioners gain a better understanding of the process of research and their role in it. These 
ongoing relationships among researchers, policy makers, and practitioners can benefit science 
communication directly by building understanding of science and trust (discussed further below) 
that can thwart attempts to draw science into public controversy (Bryk et al., 2011; Cohen-Vogel 
et al., 2015; Tseng, 2012). The formation of partnerships—such as those that have been 
established for education (e.g., Coburn and Penuel, 2016), criminal justice (Sullivan et al., 2013), 
and health (Kothari et al., 2011)—thus can increase the usefulness of research to policy 
decisions. In some cases, these partnerships take the form of assessments of the state of scientific 
knowledge related to a key policy issue, such as climate change (Morgan et al., 2005; National 
Research Council, 2007). Because participants in a partnership work together regularly and come 
to know one another, they learn to trust each other and communicate effectively. This trust and 
ease of communication makes it possible to design research agendas and protocols that are 
responsive to the needs and goals of all parties, and makes the communication of research 
findings a natural and ongoing element of working life for each group. As a result, both “good 
news” and “bad news” from the research may be accepted, built upon, and used. Most existing 
information about such partnerships is descriptive, however, and research is needed on the 
conditions of success in communicating science by diverse types of partnerships.  

An exception is the health sciences, in which a significant body of research has 
developed in the area of dissemination and implementation science, with the aim of devising 
strategies to facilitate the effective incorporation of evidence-based practices (e.g., behavioral 
interventions, diagnostic treatments) into public health, clinical practice, and community settings 
(Brownson et al., 2012). The dissemination component of the research has focused on diffusing 
information about evidence-based interventions. The implementation research has proceeded 
with the recognition that a one-way flow of information in the form of a recommendation or 
guideline is insufficient to ensure use of an evidence-based practice. Thus the research has 
included a focus on partnerships between researchers and practitioners, on community-based 
participatory research, and on the engagement of multiple stakeholders and users of an 
intervention throughout the development and implementation process. Other scientific 
disciplines have similar challenges with communicating science, but use diverse methods and 
language for studying the problem. In such fields as health science in which evidence is 
accruing, there is a need for comprehensive reviews of the factors that affect the communication 
of science so those findings can be applied and shared with other fields that communicate 
science for similar reasons in similar contexts. 
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TRUST AND CREDIBILITY OF SCIENCE COMMUNICATION 
 

The types and numbers of people and organizations that are communicating about science 
are increasing, spurred in part by the growth of online communication and accompanied by a 
decline in the coverage of science in mainstream media. These communicators include scientists 
themselves, health care providers, government sources, media, industry, a range of organizations, 
and individual citizens. Many interpersonal factors affect communication between people. For 
science, however, whose product is evidence-based information, being trusted as a source of 
valid and useful information is particularly critical. The following sections describe the factors 
that affect trust in science communication and the types of outcomes of that communication that 
are affected by trust. 

 
Factors That Affect Trust and Credibility 

 
In science communication, the audience decides whether communicators as sources of 

information, or the institutions they represent, are credible and trustworthy and credible. People 
use these assessments to decide what information to pay attention to and often, what to think 
about that information. While there is no widely accepted definition of trust, many 
conceptualizations include variations of three elements: integrity (those who can be trusted are 
fair and just), dependability (they can be relied upon to do what they say they will do), and 
competence (the ability to do what they say they will do (Hon and Grunig, 1999; Rahn and 
Transue, 1998; Roduta-Roberts et al., 2011). Still others describe trust as a relationship in which 
both parties are willing to take risks and accept uncertainty about what their future interactions 
will be like, and others as a willingness to be vulnerable (Colquitt and Rodell, 2011; Earle, 2010; 
Henry and Dietz, 2011). Some see trust as a decision to give someone the benefit of the doubt 
(based on assessment of their future intentions) (Earle, 2010). And some conceptualizations of 
trust emphasize deference to or a reliance on decision makers or others in the scientific 
community to know and do what is best (Brossard and Nisbet, 2007; Siegrist et al., 2000). No 
organizations, institutions, or experts are universally trusted on all issues. People often make 
judgments about trustworthiness in relation to the information being conveyed (Chryssochoidis 
et al., 2009; Lang and Hallman, 2005), and they will not necessarily deem a particular source to 
be trustworthy and competent across topics.  

People generally rely on two kinds of social information to determine whom they will 
believe and find credible on scientific issues: (1) having common interests, defined as the 
perception that the communicator and listener desire the same outcome from the communication, 
and (2) perceived expertise (Lupia, 2013; Siegrist et al., 2000; Suhay and Druckman, 2015). 
Because actual expertise, such as scientific credentials, matters less than perceived expertise 
(Lupia, 2013), scientists do not automatically have credibility with many audiences. Credibility 
is attributed by the listener, not a fixed characteristic of the speaker. As with trust, it often 
includes a dimension focused on the perceived honesty and openness of the communicator (Renn 
and Levine, 1991). Audiences also may be more likely to find a source credible if they believe 
they can learn from that source (Lupia, 2013). 

In general, the public has consistently had stable and high levels of trust in scientists 
(Gauchat, 2011, 2012; National Science Board, 2016a; Pew Research Center, 2015a). For 
information about GMOs, for example, scientists at universities and in industry, universities, and 
medical professionals are seen as relatively trustworthy sources of information, although industry 
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sources are seen as least trustworthy (Corley et al., 2012; Ipsos MORI Social Research Institute, 
2014; Lang and Hallman, 2005; Nisbet and Markowitz, 2016). However, the kinds of scientific 
sources an individual trusts also vary with that person’s political ideology (McCright et al., 
2013b). With respect to the public’s confidence in scientific leaders and institutions, the General 
Social Survey indicates that 41 percent of the public have a great deal of confidence and 49 
percent have some confidence in scientific leaders, while confidence in other leaders and 
institutions has declined precipitously (Gauchat, 2011, 2012; National Science Board, 2016a). 
People’s confidence in scientific leaders, as measured by the General Social Survey, also appears 
to vary with gender, age, and race/ethnicity, being somewhat lower among women, older 
Americans, and nonwhites (National Science Board, 2016a). 

Individual and social factors beyond political ideology, such as race or ethnicity, income, 
religiosity, social capital, education, and knowledge, all can affect public trust in sources of 
information about science and of science itself, depending on the topic and the nature of the 
science being conveyed (Brewer and Ley, 2013; Gauchat, 2011, 2012; McCright et al., 2013b; 
Sturgis and Allum, 2004; Yearley, 2005). In addition, social identity—how people think of 
themselves in relation to various groups that matter to them—can affect how an individual thinks 
and feels about science (National Academies of Sciences, Engineering, and Medicine, 2016c), 
especially when that person has limited knowledge about an issue (Earle, 2010). Valuing 
scientific authority is positively related to level of education, and is also closely associated with 
trust in scientists and science more generally. This deference appears to be a long-term value on 
which people rely, especially when their knowledge of a topic is low (Brossard and Nisbet, 
2007). People who defer to scientific authority have been shown to have higher levels of support 
for science or its applications, based in part on their trust in the experts, some research suggests 
(Brossard and Nisbet, 2007).  

When information from science is at odds with one’s political ideology, whether 
conservative or liberal, not only does acceptance of the information decline, as discussed earlier, 
but so, too, according to one experiment, does trust (Nisbet et al., 2015). The media, particularly 
partisan media, can affect people’s trust in scientists, which in turn can affect their perceptions of 
science (Hmielowski et al., 2014; Nisbet et al., 2002). Preliminary research suggests that, at least 
in some circumstances, creating a less partisan atmosphere for scientists to engage with 
laypeople and apply logical reasoning to scientific evidence as part of drawing conclusions can 
help counteract motivated reasoning (Jamieson and Hardy, 2014).   

A large literature shows that judgments about the warmth and competence of others are 
important to how people generally determine whether others have good intentions and the ability 
to act on them (e.g., Fiske et al., 2007). These factors are related to trust across a number of 
contexts, including risk communication, political communication, and employment settings 
(Chryssochoidis et al., 2009; Colquitt and Rodell, 2011; Fiske and Dupree, 2014; Peters et al., 
1997). Another influence on trust is the audience’s beliefs about the communicator’s motives 
(Rabinovich and Morton, 2012; Chryssochoidis et al., 2009; Lang and Hallman, 2005). The 
perception of financial motives or self-interest, for example, is associated with lower trust in 
sources (Lang and Hallman, 2005). Other research has found that people resist what they 
perceive as an effort to persuade them (Byrne and Hart, 2009; Jacks and Devine, 2000).  

When the source of information is an organization, the qualities of both the 
communicator and the organization affect trust. Qualities with a positive impact on trust include 
being perceived as having a good history of providing accurate information; being truthful; being 
concerned with public welfare; showing openness, concern, and care; being perceived as less 
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likely to pursue self-interested motives; and being seen as knowledgeable (Chryssochoidis et al., 
2009; National Research Council, 2012; Rabinovich and Morton, 2012). Individuals and 
organizations also may be more trusted when people believe the benefits of their research will be 
accessible to the general public (Critchley, 2008). Although the evidence that transparency 
increases trust is limited, a lack of transparency can increase distrust, as can omitting information 
about uncertainty from discussions of risk (Frewer et al., 2002; National Research Council, 
2012). Perceptions of trust and different dimensions of fairness (e.g., the fairness of a process or 
its outcomes) appear to be closely related, but which perception precedes the other is unclear 
(Earle and Siegrist, 2008; McComas et al., 2007; McComas and Besley, 2011).  

Some issues within the scientific community itself appear to have the potential to affect 
trust in science and scientists, although these effects have not been studied in great detail. Some 
of these issues stem from the complexities of translating the ways in which science is conducted; 
others from how scientists and others outside the scientific community, such as journalists, 
communicate findings; and still others from conflicts of interest, the deliberate misrepresentation 
of science, or failure to replicate findings (Ioannadis, 2005; Mnookin, 2012; National Science 
Foundation, 2015; Open Science Collaboration, 2015). The extent to which these issues actually 
do influence the perceptions of general lay audiences remains unclear. 

 
Outcomes of Science Communication Affected by Trust and Credibility 

 
As noted earlier, trust and credibility are important to science communication because 

they affect the degree of attention people pay to guidance from scientific experts, as well as 
whether they believe scientific findings or support science-related decisions (Bleich et al., 2007; 
Brossard and Nisbet, 2007; McCright et al., 2016; Rabinovich and Morton, 2012). Trust also 
affects attitudes toward science more generally. Differences in willingness to act on scientific 
information, for example, have been shown to be mediated by trust (Rabinovich and Morton, 
2012). However, it is unclear whether attitudes toward an issue affect trust in the source of 
information on the issue or vice versa (National Research Council, 2012; Roduta Roberts et al., 
2011). For an industry associated with science, preexisting levels of trust affect how both 
informative and positive news about that industry is perceived to be (Cvetkovich et al., 2002). 
 If people trust an institution to manage a communicated risk, they perceive the risk as 
smaller or the potential benefits as larger (Chryssochoidis et al., 2009). For example, trust in 
institutions has been shown to be a strong influence on support for nuclear power (Besley, 2010; 
Besley and McComas, 2015; Visschers and Siegrist, 2012; Whitfield et al., 2009).  

Trusted friends and family may be important sources of motivation to take action on a 
science-related issue. For example, members of the public indicate that someone close to them, 
such as a spouse, child, or friend, would be the person most likely to convince them to take 
action to reduce climate change (Leiserowitz et al., 2013). 

Science communication appears to be impacted more by the spread of distrust of science 
than by the building of trust (Slovic, 1999). Distrust is an assessment that someone lacks 
credibility and has a malevolent willingness to lie or deceive (Hon and Grunig, 1999). Distrust 
can arise from issues within the scientific community discussed earlier with respect to either the 
conduct or the communication of science, or it can be fostered by actions outside of the scientific 
community, such as misreporting or the deliberate spread of misinformation.  

Distrust may be greatest in those science policy contexts in which individuals feel their 
values, identity, or interests are threatened, regardless of their ideology (Braman et al., 2012; 
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Kahan, 2012; McCright et al., 2013b; Nisbet, 2005, 2011). Overall, across issues and disciplines, 
trust as an appraisal of a communicator’s motives, future intentions, integrity, and dependability, 
as well as confidence in the communicator’s abilities, has proved to be important to people’s 
perceptions of science and the way they interpret scientific information. In addition, aspects of 
the environment, including mass media, interact with trust in important ways.  

However, research on the role of trust, credibility, and related elements in science 
communication has an important limitation that needs to be addressed: these concepts have been 
conceptualized and measured in a number of different ways. Moreover, an assumption of the 
literature related to trust is that people associate a message with a source and come to believe the 
message based on trust in that source. Yet some research shows that over time, people remember 
the content of the information they receive but fail to remember the source (e.g., Mares, 1996). 
And if people are exposed repeatedly to the same information, even from a fictional source, they 
may come to believe it is true (Shrum, 2007). Research is needed to understand the factors that 
influence people’s trust in science and scientific information. As part of this research, it will be 
important to clarify the dimensions of trust and credibility and how they relate to one another. 
How does trust vary depending on the communicator, the goals for the communication (e.g., 
informational versus persuasive), and the communication context? How does trust change as 
science about an issue is communicated over time? What factors affect the trust and credibility of 
scientists and scientific understandings in science-related controversies? In such cases, for 
example, what are the effects on trust of science communicators being open about their own 
values and preferences? 

 
APPLYING THE LESSONS OF LARGE-SCALE SCIENCE COMMUNICATION 

EFFORTS 
 

Perhaps some of the most pertinent wisdom about effective science communication 
comes from experience with large-scale information campaigns, such as those for public health, 
undertaken to inform the public, shape opinions, and motivate behavior change. The challenges 
and successes of such campaigns offer a number of lessons, described below. 

 
Exposure 

 
Too little attention often is paid to providing sufficient exposure to information to reach 

enough of the target audiences to effect change. An exposure strategy involves defining how 
often, through what methods, and over what period of time a message should be disseminated 
and who the intended audiences are (Hornik, 2002). The plans for achieving the desired exposure 
will then constrain the shaping of messages, since the messages will need to suit the 
communication methods that the communicators can afford and control. To be effective, some 
types of messages—such as those that are addressing a problem that is not yet widely recognized 
or counterarguments to messages already received by the public—may require more exposure 
than others. 

 
Timing 

 
Research suggests that communication intended to educate may have more impact if 

provided before people form strong opinions about the topic. For example, people who have not 
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yet heard of a technology, such as carbon capture and storage, can be influenced by short, 
relatively uninformative emotional messages. Once people’s views have been shaped, however, 
it can be difficult to change those views by providing scientific information (Bruine de Bruin and 
Wong-Parodi, 2014; Lewandowsky et al., 2012). Observed “inoculation effects” in other areas of 
communication suggest that early communication about science, including equipping people 
with counterarguments that expose flaws in misinformation, also may “inoculate” the public 
from the spread of misinformation by those with a stake in misrepresenting the science (Cook, 
2016). There is also support for encouraging healthy skepticism of sources of information as a 
way to reduce people’s susceptibility to misinformation before they encounter it (Lewandowsky 
et al., 2012). Moreover, research on formal efforts to engage with the public suggests that, when 
possible, engagement should start long before an issue emerges in public debate (National 
Research Council, 2008). The case of gene editing, for example, highlights the need to consider 
public engagement efforts as early as possible in the evolution of a technology, well before it is 
developed and ready to be applied (Jasanoff et al., 2015). At the same time, however, early 
efforts to communicate science also have the potential to create a situation in which public 
debate becomes polarized and to foster activist publics (see, for example, Grunig et al., 1995). 
These factors can increase the complexity of the environment for communicating science, as 
discussed in Chapters 3 and 4. Thus, while early communication generally is better, more needs 
to be known about timing in light of the goals for communicating and the context.  

 
Duration 

 
Long-term and comprehensive approaches may be needed to achieve certain 

communication goals (Hornik, 2002). In the cases of smoking cessation, high blood pressure 
control, and prevention of HIV transmission, for example, communication efforts continued for 
months and even years, multiple agencies and constituencies engaged with the issue, the 
campaigns entailed routine media coverage, and so on. The underlying notion is that a strategy of 
repeated exposure to a message delivered in multiple formats by diverse actors via various 
platforms is effective for conveying a message of consensus to many segments of the public. 
Alternatives are available, such as attempting to shape news coverage (Wallack, 1993) or the 
content of entertainment shows (Singhal and Rogers, 2012). Adoption of these types of media 
strategies may achieve the needed exposure but will require ceding tight control of the message. 
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3 
The Nature of Science-Related Public Controversies 

 
 
 
 
 

Although the public has a generally positive attitude toward science and scientists, 
specific contentious issues with a science component often become controversial. As noted in 
Chapter 1, some of that public controversy stems from the fact that the science itself is 
inconclusive, and some from a disconnect between what science shows and either long-held 
common-sense perceptions or deeply held moral, ethical, or social values. Often the moral, 
ethical, or social implications of using science to develop or deploy a technology or to make a 
particular decision can be more contentious than the scientific findings themselves (Sarewitz, 
2015). Public debate about the issues—among the scientific community, policy makers, and 
citizens—can help uncover common ground among people holding diverse sets of values. 
Although this is not always the case, clear information from science can enable people to make 
more informed choices. Healthy debate also can strengthen the science, challenging its claims 
and leading to a push for better forms of evidence.  

When public controversies with a science component (science-related controversies) 
result from uncertainty—such as that which arises from either an inconclusive set of scientific 
findings or disagreements within the scientific community about how to interpret the results of 
science or how the results should be communicated—clear and accurate messages about the state 
of the science can be distorted and difficult to discern.1 As discussed in Chapter 2, 
communicating science is almost always a complex task in part because scientific information 
and its implications are understood, perceived, and interpreted differently by different 
individuals, social groups, communities, and decision-making bodies. This phenomenon is not 
unique to science, but is important because it makes the process of communicating science 
difficult. In communicating about science-related controversies, such factors as conflicting 
values, competing economic and personal interests, and group or organizational loyalties can 
become central to a person’s individual decision or to a decision on public policy.  

Many parties—including corporations, advocacy and nongovernmental organizations, 
government agencies, and scientists themselves—typically are involved in debates about 
science-related controversies. The decisions made on these issues often involve corporate 
policies, laws and regulations, and international agreements. The high stakes of those decisions 
can pit the competing interests and political control of the various players against one another 
(Lupia, 2013; Nelkin, 1992; Nisbet, 2014). Organized interests other than science can play a 
large role in communicating about science related to contentious issues, and potentially influence 
people’s judgments about science and the relevant scientific information.  

To communicate science effectively under these conditions, an understanding of the 
factors discussed in Chapter 2 is insufficient. It is important to understand how and why science 

                                                            
1A lack of clarity about how to interpret scientific findings also can be due to problems within the scientific 
community that may include publication bias, misuse of statistics, issues of replication, stating conclusions beyond 
the data presented, and using causal language when not justified by the study design (see, for example, Gelman and 
Loken, 2013; Boutron et al., 2014; Ioannidis, 2005).  
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becomes part of public controversy and the forces that affect how people encounter, interpret, 
and use scientific information in these circumstances. 

 
THE ORIGINS AND DYNAMICS OF SCIENCE-RELATED CONTROVERSIES 

 
Controversies involving science exist, like all controversies, in particular historical, 

geographic, and social contexts. The political commitments, culture, history, and religion of an 
audience will affect its perceptions of science in general and of the scientific information related 
to an issue in particular. National cultures, for example, have varying effects on how people 
interpret and react to science (Bhattacharjee, 2010; Miller et al., 1997; Scheufele et al., 2009). 
This is why a scientific issue can be controversial in the United States but not in Europe, as is the 
case with climate change, or the reverse, as is the case with the introduction of genetically 
modified organisms (GMOs) in food. This phenomenon is not confined to nation-states. 
Organizations and civic institutions (i.e., nongovernmental groups that may include community 
organizations and professional, religious, political, consumer, activist, or charity organizations) 
involved in science-related controversies are not merely collections of individuals but have 
properties and dynamics of their own that, as noted in Chapter 2, affect how their members 
perceive information and make decisions.  

The diverse nature and origins of science-related controversies defy simple classification 
and offer few neat comparisons. Much of what can be understood about these controversies 
comes from the historical record, case studies, ethnography, and other descriptive work. Still, 
despite their variety and their roots in historical and cultural circumstances, science-related 
controversies often share three features: 

  
 Conflicts over the beliefs, values, and interests of individuals and organizations, 

rather than simply a need for scientific knowledge, are central to the debate.  
 The public perceives uncertainty either in the science or its implications or as a result 

of communicators making different and sometimes contradictory statements in the 
public sphere.  

 The voices of organized interests and influential individuals are amplified in public 
discourse, making it difficult for the state of the scientific evidence to become clearly 
known. 

 
These three features present major challenges to communicating science effectively under 

conditions of controversy and are discussed in turn in the sections below. In each case, the 
discussion draws on examples from the research literature and points to implications both for 
communicators and directions for future research.  

 
CONFLICTS OVER BELIEFS, VALUES, AND INTERESTS 

 
Most public controversy, whether or not related to science, arises from the conflicting 

concerns of individuals and organizations. Controversy can be rooted in differing beliefs and 
values; personal, political, social, and economic interests; fears; and moral and ethical 
considerations—all of which are central to decisions and typically subject to public debate. 
When scientific evidence is relevant to a contentious issue, informing the public about it is 
critical. It is important to realize, however, that even if the science is clear, people may already 
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understand it but still disagree agree with its implications. Some people, for instance, may 
recognize the benefit of a new technology but believe it is not worth its risks or judge its use to 
be ethically questionable.  

Because a controversy can involve high-stakes commitments and interests, significant 
effort can be expended to rally the public. In a number of documented instances, organized 
interests outside of science have sought to protect their interests by promoting polarization on a 
controversy (alignment of members of the public along inflexible and diametrically opposed 
opinions) (e.g., Brownell and Warner, 2009; McCright, 2000; McCright, and Dunlap 2003; 
Michaels, 2006, 2008; Michaels and Monforton, 2005; Oreskes and Conway, 2011). Like other 
citizens, scientists and their organizations also have economic, professional, and personal 
interests that they may defend and promote, a fact that may influence the focus of their 
communication efforts.  

 
Understanding the Role of Beliefs and Values of Individuals 

 
As discussed in Chapter 2, when science and emerging technologies challenge people’s 

beliefs and threaten deeply held values, their attitudes toward science and scientific 
informationcan be affected (Blank and Shaw, 2015; Lupia, 2013; McCright et al., 2016).2 Across 
different science-related controversies, from climate change to GMOs to nanotechnology to 
genetic testing, people on opposite sides of the political spectrum who are demonstrably 
knowledgeable about the science may have opposite perceptions of or expressed support for the 
science (Cacciatore et al., 2012; Hart and Nisbet, 2012; Ho et al., 2008; Hornsey et al., 2016; 
Nisbet, 2014) and less trust in the scientists who conduct it (Pew Research Center, 2016b). The 
relationship between partisanship and perception or support also may be affected by people’s 
patterns of media use (Cacciatore et al., 2012; Ho et al., 2008). In addition, information intended 
to persuade people to adopt particular practices or behaviors can have the opposite effect, and the 
effects of such messages can differ across groups (Asensio and Delmas, 2015; Byrne and Hart, 
2009; Dietz, 2013a; Gromet et al., 2013; Nyhan et al., 2014). Gromet and colleagues (2013) 
found, for example, that the effectiveness of various frames for advocating energy efficiency 
varied depending on a person’s political ideology (frames are discussed in Chapter 2).Examples 
from health (e.g., the human papilloma virus [HPV] vaccine and mammography) illustrate that 
an issue can be politicized when it becomes linked with political actors, partisan policies, or 
politically framed news about the issue, and that confidence in doctors and support for health 
policies and programs can be affected as a result (Fowler and Gollust, 2015).  

In some science-related controversies, religious beliefs and values play a more central 
role than political ideology (National Research Council, 2008; Pew Research Center, 2015b). 
When the science concerns the origin of the human species or the universe, for example, people 
may feel that their religious views are being challenged, and their expressed views may reflect 
their faith consistent with their interpretation of the Bible rather than their understanding of 
science (National Research Council, 2008; see also for example, Berkman and Plutzer, 2010). 
                                                            
2An extensive body of research addresses how to conceptualize values, beliefs, attitudes, and norms; how to measure 
them; and the interrelationships among them (Dietz, 2015; Oskamp and Schultz, 2005; Schultz et al., 2007; Steg and 
de Groot, 2012). Much of this literature has implications for understanding the effects of different approaches to 
science communication. For brevity, the phrase “values, beliefs, and interests” is used here to encompass the fuller 
set of social-psychological factors that influence understanding of science, acceptance of scientific messages, and 
the use of scientific information in decision making. 
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Citizens who choose their faith commitment over scientific accounts are not necessarily denying 
the science per se and may be well aware of the relevant scientific views (National Science 
Board, 2016b). In a 2012 survey, for example, half of respondents were asked to answer true or 
false to the statement, “Human beings, as we know them today, developed from earlier species of 
animals.” Among these respondents, 48 percent answered “true.” The other half of the 
respondents were asked to answer true or false to the statement, “According to the theory of 
evolution, human beings, as we know them today, developed from earlier species of animals.” 
Among these respondents, fully 74 percent answered “true” (National Science Board, 2014, 
2016b; see also, for example, Berkman and Plutzer, 2010).  

Various explanations have been offered for the polarization often surrounding science-
related controversies. One such explanation, motivated reasoning, is discussed in Chapter 2. In 
this case, people tend not to adopt explanations that conflict with their long-held views or values. 
A related explanation is that cultural biases—specifically, preferences for equality versus 
authority and for individualism versus community—influence people’s risk perceptions and 
related beliefs (e.g., Kahan et al., 2009). According to this interpretation, people preserve their 
identities as members of social groups that adhere to certain cultural values to the extent that they 
will not adopt positions counter to those they believe are held by members of their group. It may 
be, however, that much of the American public has more moderate allegiances and views and 
thus is not subject to this effect of group values. Further, a number of studies suggest that 
individuals’ values predict their risk perceptions (Dietz et al., 2007; Slimak and Dietz, 2006; 
Whitfield et al., 2009). This research needs to be expanded and further integrated to determine its 
utility in predicting people’s responses to different approaches to communicating science.  

 
Communicating Science in the Context of Competing Beliefs, Values, and Interests 

 
Research has identified several strategies that can be used to mitigate the effects of 

competing beliefs, values, and interests on science communication. These strategies include 
tailoring messages from science for understanding and persuasion and engaging the public 

 
Tailoring Messages from Science for Understanding and Persuasion 

 
Tailoring scientific messages for different audiences is one approach to avoiding a direct 

challenge to strongly held beliefs while still offering accurate information. People tend to be 
more open-minded about information presented in a way that appears to be consistent with their 
values (Corner et al., 2012; Kahan et al., 2010; Lord et al., 1979; Maibach et al., 2010; McCright 
et al., 2016; Munro and Ditto, 1997). Using this approach can help build trust and credibility, but 
communicators of science need to avoid conflating scientific understandings with their own 
values (for further discussion of this issue, see Dietz [2013a]). They cannot assume that their 
information conveys a moral imperative or presume that their own values are universal.  

Tailoring strategies have in some cases drawn on research in social marketing and 
audience segmentation (Bostrom et al., 2013) to persuade people to change their attitudes or 
perceptions or to take action for the public good based on established scientific evidence (e.g., 
improving vaccination rates for the sake of public health as well as of individual children). The 
practice of dividing a large potential audience into subgroups and tailoring messages differently 
for each subgroup is termed “audience segmentation.” Although most efforts to communicate 
science using these methods have taken place in the field of health communication (Slater, 
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1996), information about people’s values and beliefs has in some cases been used to craft 
messages so as to motivate people to adapt to climate change or adopt views consistent with 
scientific consensus. However, research in this area is just emerging (Hine et al., 2016; Maibach 
et al., 2011; Moser, 2014). Other research has focused on tailoring messages to communicate 
information about the environment (e.g., Spartz et al., 2015a; Witzling et al., 2016).  

Research on audience segmentation methods needs to be replicated and extended for 
researchers to understand how much of an effect science communication can have, for whom, 
and in what contexts. A related issue is how tailored messages designed to persuade people to 
adopt scientifically supported positions might affect their perceptions of scientists and scientific 
information. 

  
Engaging the Public 

 
One approach to communication in the context of science-related controversy, discussed 

in Chapter 2, is to engage the public in formal processes for participating in decisions on such 
issues. Public participation is a formal process for engaging the public that is often adopted by 
elected officials, government agencies, and other public- or private-sector organizations to 
increase the public’s involvement in assessment, planning, decision making, management, 
monitoring, and evaluation (National Research Council, 2008). Research on public participation 
has examined the conditions and practices that can make it a successful approach for 
adjudicating differing views. Research on this topic varies in scope, with some areas studied far 
better than others. Studies of the National Academies have examined procedures for public 
participation in the assessment of risk and in decision making related to technology and the 
environment for more than two decades (National Research Council, 1996, 2008). In a review of 
the literature covering roughly 1,000 studies related to environmental issues, a National 
Academies report offers principles of effective public engagement and concludes:  

 
When done well, public participation improves the quality and legitimacy of a 
decision and builds the capacity of all involved to engage in the policy process. It 
can lead to better results in terms of environmental quality and other social 
objectives. It also can enhance trust and understanding among parties. Done well, 
processes that foster trust and that address the concerns of affected stakeholders 
can be effective in diminishing controversy around science in the public sphere. 
(National Research Council, 2012, p. 226) 
 

 To be most effective, public engagement needs to be undertaken as early as possible in a 
public debate, and those with a stake in the issue need to be engaged over many rounds of back-
and-forth communication with each other. Often the first step is for scientists and interested and 
affected parties to work together to identify topics of concern and assess the degree to which 
research can clarify those concerns. Repeated deliberation over time builds trust among diverse 
participants—an approach that is much more successful than inviting participation after a 
conflict has emerged and intensified. In some such cases, participation processes have 
reestablished trust, but communication remains more difficult than when public participation is 
initiated early on. Other potential pitfalls in the public participation approach include perceived 
political manipulation of the process, a lack of fairness in the relative amount of attention given 
to different participants, and stakeholders who work only toward trivial or undesirable results 
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(National Research Council, 2008). Further, some claims may be perceived as majority views 
simply because they are made loudly and frequently (Binder et al., 2011). This effect has been 
shown to influence policy decisions (Binder et al., 2012), and science communicators may need 
to take steps to clarify or counter it. The gender mix of participants also can influence 
deliberation, although careful design of the process can counter these effects (Karpowitz et al., 
2012; Mendelberg et al., 2014). In general, for public engagement to achieve its potential, care 
must be taken to design a process that is attentive to the character of the issues at hand and that 
takes into account the strengths and weaknesses of individual thinking and group interactions 
(for further discussion of these factors, see National Research Council [2008]; Lupia [2002]; 
Lupia et al. [2012]).  

Systematic reviews of research on public participation focus mainly on environmental 
assessment and decision making. Additional synthesis and research are needed to identify the 
elements of structures and processes for communicating science effectively in public forums 
across a range of social issues (e.g., biomedical research, health policy, gene editing, education 
policy) and types of controversies. Further, given that best practices in public engagement 
suggest that it take place early on, research is needed to examine to what extent and in what ways 
communicating science in formal public participation processes can be effective once an issue 
has become contentious and the science related to the issue controversial.  

  
PERCEPTIONS OF UNCERTAINTY 

 
As noted in Chapter 1, some science-related controversies arise because the science 

around a topic is or is perceived by many to be uncertain or unclear. This uncertainty can stem 
either from uncertainty about the science itself, when no scientific consensus exists, or from 
people’s mistaken impressions about the degree of certainty within the scientific community (see 
Chapter 2 for a discussion of sources of scientific uncertainty). Motivated reasoning (also 
discussed in Chapter 2), comes into play frequently when people are exposed to ambiguous 
statements and then interpret the ambiguity to support their own long-held views (e.g., Budescu 
et al., 2009, 2014; Dieckmann et al., in press).  

 
Uncertainty about the Science Itself 

 
As noted earlier, some controversies may reflect at least in part disagreement within the 

scientific community about where the weight of evidence lies. Among these controversies are 
disputes about the causes and impacts of obesity, the relative merits of technologies for 
responding to climate change (such as carbon capture and storage and solar radiation 
management), the social and health impacts of vaping, and the academic consequences of 
introducing more market-like policies (such as vouchers or charter schools) in education. 

Controversies involving scientific uncertainty also can hinge on whether the science is 
adequate to determine cause and effect or to predict future risks or benefits. Examples of these 
kinds of controversy are disputes over the connection between diet and chronic disease; the 
debate over the risk of radiation exposure from cell phones; and disagreements over whether the 
benefits of electricity production from nuclear power outweigh the risks (Visschers and Siegrist, 
2013). Many such disagreements remain within the scientific community or at most spread to a 
broader but still relatively small and attentive audience of interest groups, specialists, or policy 
networks. In other cases, however, particularly those involving issues with wide societal 
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implications or issues, such as food and nutrition, that affect personal interests, more of the 
public begins to encounter and pay attention to the relevant science and invoke it when 
participating in public debate. Examples include controversies involving energy and 
environmental policy, stem cell therapy, and gene editing technology. In such cases, a debate 
once confined to scientists and a few onlookers comes to include more diverse actors and 
influencers, such as public officials, commercial interests, the media, social media 
commentators, celebrities, and various organized interest groups. These participants often state 
strong opinions about whether science is adequately equipped to assess benefits and risks and 
make forecasts with respect to an issue. 

Uncertainty within science also can occur because a field of study is relatively new, and 
much remains unknown. Emerging evidence can vary in its quality, or it can be limited by the 
methods, samples, or contexts involved in its collection or by the amount of evidence that has 
accumulated and been replicated. More often than not, in the absence of clear consensus, the 
public and scientists themselves must determine what to believe and what choices to make given 
the state of the evidence as they understand and interpret it. For example, scientific 
disagreements about the potential of particular substances to cause cancer can fuel public 
controversy over exposure to those possible carcinogens (Löfstedt, 2003).  

Another form of uncertainty-driven controversy can emerge from disagreement about the 
ethics, uses, or estimated impacts of an emerging technology when certain consequences must be 
forecast, given the inherent lack of certainty that forecasting entails. Similarly, uncertainty can 
result when scientists are asked to translate general knowledge about a subject into 
recommendations for a particular community or population. Scientists who work from a widely 
accepted and rich knowledge base about a toxic substance, for example, may nonetheless lack 
evidence about the risks that substance poses when a particular amount of it has contaminated 
groundwater in a specific community for which no prior data exist (Rosa, 1998; Rosa et al., 
2013). In such cases, the extrapolation required almost inevitably increases uncertainty and 
necessitates careful assessment; it also means that members of the local public may have 
knowledge that, while not scientific, can be essential to applying scientific knowledge accurately 
to the local context (Dietz, 2013b; Wynne, 1989). It is interesting to note that in cases of 
prolonged controversy, members of the public can develop considerable expertise in the relevant 
science (e.g., Brown, 1992; Epstein, 1995; Kaplan, 2000; Kinchy et al., 2014). 

Controversies that invoke or exaggerate scientific uncertainty often focus on risk or risk–
benefit assessments. Risk decisions by their very nature center on uncertainty. How likely is an 
event to occur? Are the benefits involved likely to outweigh the harms? Many of the most 
contentious policy decisions concern managing environmental and human health risks.  

Risk has been formally defined as the product of the likelihood and severity of future 
harm (Brewer et al., 2007; Kaplan and Garrick, 1981). People, though, use multiple means of 
understanding risk, some simple and some sophisticated, and all influenced by emotions and 
complex considerations such as familiarity, uncertainty, dread, catastrophic potential, 
controllability, equity, and risk to future generations (Finucane et al., 2000; Keller et al., 2006; 
Slovic, 1987, 2000; Slovic et al., 2004). Although individuals make judgments about risk, there 
are larger societal risks related to science and technology that emerge from and benefit from 
broader societal debate (National Research Council, 1996). Gender and race also play a role in 
how people perceive risk (e.g., environmental health risks), for reasons that are not entirely clear 
(Flynn et al., 1994; Satterfield et al., 2004). Controversies over risk often trigger competitions in 
which each group with a stake in the issue tries to persuade the public to share its perception of a 
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particular risk. Some ways of communicating risk in the context of controversy have been 
studied (Fischhoff, 1995). Indeed, much of the early work in the field of risk perception and 
communication addressed controversial environmental risks, including the siting of nuclear 
power plants and waste facilities, chemical hazards, and other technological risks (Slovic, 2016). 

Many of the strategies studied have focused on communicating and managing risk under 
conditions of uncertainty (Fischhoff, 2012; Fischhoff and Davis, 2014; Renn, 2008; Rosa et al., 
2013), in part because uncertainty is inherent in scientific inquiry and because it is this 
uncertainty that is often exploited during controversies. As with other aspects of the science of 
science communication, however, much of the advice available to practitioners regarding risk 
communication under conditions of uncertainty or in the context of a crisis or controversy is 
based on case studies, personal experience, and face-valid principles lacking rigorous empirical 
testing. In addition, the available empirical research typically is limited by its focus on specific 
risk controversies or crises, frequently within the bounds of a particular geography or period of 
time, rather than on cross-cutting or comparative issues. Moreover, research on presenting 
uncertainty often is based on hypothetical scenarios (see, for example, LeClerc and Joslyn, 
2012). More work is needed both to consolidate and to validate what is known in this area, and 
research is needed on the most effective ways to present risks of varying degrees of certainty. 

 
Misunderstanding and Misrepresentation of Scientific Uncertainty 

 
In some instances, the relevant science is well established and agreed upon by the 

majority of the scientific community, but some uncertainty still exists. In such cases, the level of 
scientific agreement can be misunderstood or misrepresented in public discourse. Examples 
include current understanding from science about the human contribution to climate change, the 
health benefits of vaccines, and the validity of evolution. Some misunderstanding can arise from 
poor communication or from any of the challenges to understanding scientific information 
discussed in Chapter 2. The way the media portray the weight of evidence also can misrepresent 
the degree of scientific consensus on an issue, as when opposing views are presented equally 
(i.e., “false balance reporting”) regardless of the prevalence of a view or the extent to which it is 
supported by evidence (Bennett, 2016; Dixon and Clarke, 2013).  

Analyses of past and ongoing science-related controversies indicate that organizations 
sometimes create doubt about what science says so as to protect their economic interests or 
ideological preferences (Brownell and Warner, 2009; McCright, 2000; McCright and Dunlap, 
2003, 2010; Michaels, 2006, 2008; Michaels and Monforton, 2005; Oreskes and Conway, 2011). 
Both questioning the validity of research and exaggerating the extent of disagreement among 
scientists can create uncertainty and thus impede people’s understanding of what the scientific 
community is communicating (Brownell and Warner, 2009; Freudenburg et al., 2008). This 
strategy was used by the tobacco industry to obscure the harmful effects of smoking from the 
public, but interested parties have used similar approaches to exaggerate supposed uncertainty 
about climate change and the food industry’s contributions to obesity (Brownell and Warner, 
2009; Dunlap and McCright, 2010). Organizations and individuals whose interests are served by 
sowing doubt about findings from science may feed particular media outlets and policy makers 
who often are sequestered from other messages, leading to media “echo chambers” in which only 
their inaccurate assessments of uncertainty are heard (Dunlap and McCright, 2010).  
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Communicating Uncertainty and Consensus Amid Controversy 
 

Correcting misperceptions of scientific consensus can be a first step toward influencing 
attitudes, on such issues as climate change and vaccination, that in turn shape decisions. 
Although it is true, as described previously, that many people resist information that appears to 
threaten their beliefs, it is also true that an accurate sense of scientific consensus can have an 
impact on people’s policy preferences. When people learn that most scientists agree about 
climate change, for example, they are more likely to believe that global warming is occurring 
and to express support for policies aimed at mitigating it (Ding et al., 2011).  

In combating inaccurate claims of uncertainty, it may be useful to communicate 
repeatedly the extent of expert agreement on the science concerning a contentious issue. Such 
repeated communications can occur in many places, involve diverse people, and take various 
forms—conversations, use of social media, presentations, advertising, communication 
campaigns, and media interviews (see van der Linden et al., 2015). As discussed earlier, 
however, communicating scientific consensus may also deepen divisions in views about science, 
such as when the communications involve perceived attacks on values or the groups that hold 
them (Kahan, 2015). More research is needed to determine ways of communicating expert 
consensus that can help achieve understanding.  

Other research suggests that there can be benefits to being explicit about the uncertainty 
involved in scientific understanding, being fully transparent about how scientific conclusions are 
reached and how uncertainty is reduced over time (Druckman, 2015; Jamieson and Hardy, 2014). 
Explaining how conclusions have been reached may build credibility, as well as create greater 
public interest in an unfolding story or mystery about scientific investigation and discovery 
(Druckman, 2015). More research is needed on the efficacy of consensus messaging, ways of 
talking about uncertainty, and the conditions under which these communications are likely to be 
effective.  

In some domains, including sexually transmitted infections (Downs et al., 2004), 
vaccination (Downs et al., 2008), climate change (McCuin et al., 2014), and environmental 
hazards (Lazrus et al., 2016; Morss et al., 2015), effective communication has been developed 
through research with the intended audiences aimed at understanding how to address their 
concerns and misunderstandings. Although people tend to retain their common-sense mental 
models of how the world works (Niebert and Gropengießer, 2014; Vosniadou and Brewer, 
1992), controlled laboratory experiments show that people can revise their thinking in response 
to information that explains underlying causal processes (Ranney et al., 2012). This approach has 
been used to improve understanding of how people think and make decisions about a variety of 
contentious science issues. More work is needed, however, to determine how such approaches to 
understanding audiences could be implemented on a large scale. 

  
AMPLIFIED VOICES OF ORGANIZED INTERESTS AND INFLUENTIAL 

INDIVIDUALS  
 

Science communication may take into account the beliefs and values of varied audiences 
and communicate well about the weight of evidence but still go unheard in discussions about 
controversies. High stakes, conflicting interests, uncertainty, and concerns about risk and the 
consequences can expand the number and diversity of people who attempt to communicate about 
science, as well as the number of parties who use the science. Public officials may call on 
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science experts to help craft solutions to policy issues of concern to the public. Lawyers and 
courts may seek evidence pertinent to important judicial cases that garner publicity. Members of 
the media may look to noteworthy findings from science in an effort to craft stories that will 
speak to the needs or interests of their audiences. And those with stakes in the outcome on either 
side of a debate (partisan politicians, corporations, other mobilized advocacy or interest groups) 
may use science that supports their claims. 

Because science-related controversies often involve or invoke policy responses, they 
raise the likelihood that the key actors will be organized interests (e.g., corporations, partisans, 
organized religion, advocacy groups, government agencies, universities) subject to various 
pressures, incentives, and institutional constraints. These elements may be as important to 
audiences—or more so—than an accurate understanding of the relevant science. In the context 
of controversies, scientists and the enterprise of science may be seen (sometimes correctly, 
sometimes not) as interested parties with their own motivations or organizational interests at 
stake.  

Scientists are not immune from personal, academic, and societal pressures. Although it 
can be difficult for the scientific enterprise to self-correct, science as an institution possesses 
norms and practices that restrain scientists and offer means for policing and sanctioning those 
who violate its standards. In contrast, as discussed earlier, those who are not bound by scientific 
norms have at times intentionally mischaracterized scientific information to serve their financial 
or political interests (Dunlap and Jacques, 2013; Farrell, 2016; McCright, 2000; McCright and 
Dunlap, 2003, 2010; Michaels, 2006, 2008; Michaels and Monforton, 2005; Oreskes and 
Conway, 2011).  

 
Framing the Issues Involving Science 

 
Almost all participants in a controversy will seek to frame their issues to their advantage 

(for a detailed discussion of framing, see Chapter 2). Such framing influences the amount of 
attention an issue receives, which arguments or considerations are seen as legitimate, and which 
individuals and groups have standing to express their opinion or participate in decisions (Nisbet 
and Huge, 2006). As attention to an issue grows and conflict increases, new participants may 
attempt to bring different frames to bear in an attempt to recast the conflict in ways that serve 
their goals. Food and environmental activists, for example, have promoted the term 
“frankenfood” to suggest unnatural dangers associated with food biotechnology, thus framing the 
issue in terms of unknown risks and unintended consequences rather than the industry-promoted 
focus on reducing world hunger. Likewise, climate change activists have adopted the term “big 
oil,” a headline-friendly phrase that triggers associations with corporate accountability and 
wrongdoing. The echo of the phrase “big tobacco” also associates the issue of climate change 
with an earlier generation’s discovery of the dangers of smoking. Once a frame has influenced 
people’s views, those views can be difficult to change. One study, for example, found that people 
who had never heard of carbon capture and storage could be influenced by uninformative 
arguments either for or against the technology, and that those manipulated feelings persisted 
even after these people had read carefully balanced communications designed to educate them 
(Bruine de Bruin and Wong-Parodi, 2014). More needs to be known about how audiences make 
sense of the competing frames they encounter from multiple sources. 
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Debunking Misinformation 
 

Many science communicators, especially those who are scientists, typically feel an urgent 
need to correct information that is inconsistent with the weight of scientific evidence. As noted 
above, however, doing so actually is difficult under most circumstances (Cook and 
Lewandowsky, 2011; Lewandowsky et al., 2012). In addition, well-intentioned, intuitive efforts 
to debunk misinformation can have the unintended effect of reinforcing false beliefs, especially 
among the more educated (Cook and Lewandowsky, 2011; Nyhan et al., 2013, 2014; Skurnik et 
al., 2005). Correcting false beliefs also is more difficult when the incorrect information is 
consistent with how people already think about the information or issue. In fact, when people are 
challenged in their beliefs, they may react by dismissing the credibility of the messengers who 
provide the corrections (Lewandowsky et al., 2012).  

In addition, repetition of false information, such as that which may come from faulty 
science not generally accepted by the scientific community (i.e., “junk science”), can reinforce 
the belief in that information even if followed by correction. And providing too much or overly 
complex information to correct a simply worded myth is likely to be ineffective. It is possible 
that debunking efforts may be more effective with the undecided majority of people than with 
the firmly entrenched minority. More study is needed to determine for whom and under what 
conditions current understandings about debunking may hold.  

One approach to avoiding the risks of debunking is to focus on messengers instead of 
their messages. In some cases, inducing skepticism about or distrust of a communication can 
help combat the effects of misinformation (Bolsen and Druckman, 2015). One such strategy, 
alluded to in Chapter 2, involves “prebunking” or “inoculating” audiences against the intentional 
efforts of individuals or organizations to mislead the public. This can be done by warning people 
that they may be exposed to misinformation and explaining why misleading information is being 
promoted (Bolsen and Druckman, 2015; Cook, 2016; Lewandowsky et al., 2012), but more 
needs to be known about when and for whom this strategy can be effective. 
 When the source of misinformation is within the science community itself, even well-
publicized retractions and corrections can have little effect (Mnookin, 2012). One study suggests 
three factors that increase the effectiveness of retractions: warnings at the time of initial exposure 
to the misinformation; repetition of retractions; and corrections that tell coherent, plausible 
alternative stories, explaining the source and motivation behind the misinformation 
(Lewandowsky et al., 2012). 

As described in Chapter 2, the successes and failures of large public health campaigns 
offer a number of lessons. They suggest that gaining sufficient exposure, engaging with 
audiences early on, and then applying a variety of communication approaches over an extended 
period of time can help ensure that the perspectives of science are heard among the amplified 
voices that may characterize science-related controversies. 

 
Working with Opinion Leaders to Inform and Persuade 

 
Another way to bring accurate scientific information to the public is to work with opinion 

leaders—politicians, business leaders, community figures, journalists, celebrities, and others with 
a proven capacity to influence people’s views. Marketers, advertisers, and campaign strategists 
have targeted opinion leaders as effective promoters of positions, candidates, or products for 
decades. Until recently, however, opinion leaders have received little attention among 
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researchers and practitioners in science communication. Yet research from these fields that have 
targeted opinion leaders suggests effective approaches that could be adopted for enlisting these 
leaders to help in effective science communication (Nisbet and Kotcher, 2009). At the same 
time, the engagement of opinion leaders may carry some risk. Such leaders come from the 
realms of politics, media, and celebrity, all of which have less public credibility in general 
relative to scientists. Whether practices associated with industry and politicians could damage 
the credibility of scientists is unknown (Lang and Hallman, 2005; Pew Research Center, 2015a).  

Opinion leaders who are not prominent individuals but are nonetheless influential in their 
social circles can be identified informally through observation or surveys (Frank et al., 2012; 
Nisbet and Kotcher, 2009; Roser-Renouf et al., 2014). Research suggests this to be a promising 
way to help achieve the goals of science communication. The actions people report being willing 
to take to reduce climate change, for example, are most likely to be influenced by a person close 
to them, such as a significant other or close friend (Leiserowitz et al., 2013). Similarly, at least 
one-third of Americans would sign a petition, attend a meeting, or support a candidate who 
shared their views on climate change if asked by someone they “like and respect” (Leiserowitz 
et al., 2014). Examples outside of science communication also indicate that community members 
can play important roles as opinion leaders (Dalrymple et al., 2013; Howell et al., 2014).  

Of course, scientists themselves can serve as trusted opinion leaders, sparking 
conversations and the sharing of information among coworkers, friends, neighbors, and 
acquaintances both in their everyday interactions and in social media. One study found that, 
beyond the social influence aspects of conversation, discussing science with trusted 
acquaintances led to a richer understanding of climate change and greater use of this knowledge 
in making decisions or offering an opinion (Eveland and Cooper, 2013). Likewise, a survey that 
tracked the discussion patterns of Americans for 2 years found that people’s attention to science-
related news coverage was associated with having more frequent conversations about science, 
which in turn was associated with an increase in overall concern about climate change. This 
heightened concern was related to a subsequent increase in attention to news coverage of 
science, as well as to more frequent science-related conversations and even greater levels of 
concern about climate change over time (Binder, 2010). 

Further research is needed to understand how different types of opinion leaders may 
affect people’s understanding of and tendency to use information from science in their decision 
making.  
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4 
Communicating Science in a Complex, Competitive Communication 

Environment  
 
 
 
 
 

Recent years have seen widespread and dramatic changes in the way people seek or 
encounter information about science and the issues of concern to them. These changes present 
additional challenges to communicators of science regardless of whether the science is involved 
in public controversy. Gone are the days when citizens obtained much of their information from 
relatively few radio and television networks, magazines, and newspapers. Today, people may 
encounter scientific information from a wide variety of media operations, as well as blogs, social 
media feeds, podcasts, YouTube channels, and a host of other sources that did not exist 20 years 
ago. At the same time, some of the ways citizens have in the past received high-quality 
information about science and social issues are fading away. Traditional news sources, for 
example, face severe economic challenges. Newspaper circulation continues to decline with each 
passing year (Pew Research Center, 2016a), reducing the number of professional journalists 
writing news. American newspapers in 2014 had some 33,000 full-time newsroom employees—
20,000 fewer than they did in 1994 (Pew Research Center, 2016a). This chapter examines in turn 
trends in the communication of science news, how journalistic decisions affect the coverage of 
and audiences for science, and emerging research on use of the Internet as a source of science 
news. 

 
TRENDS IN THE COMMUNICATION OF SCIENCE NEWS 

 
While the ongoing changes summarized above affect the media system more broadly, 

they have had particularly strong impacts on how science is communicated in the media. Three 
trends are particular noteworthy (Scheufele, 2013).  

First, as noted above, people have shifted away from traditional media (especially 
newspapers and television) and toward online-supplemented or online-only news for scientific 
information. This trend is especially pronounced among younger and scientifically literate 
audiences (Su et al., 2015). In 2014, 47 percent of Americans reported that the Internet was their 
primary source of news and information about science and technology, up from just 9 percent in 
2001. In comparison, 28 percent said television was their primary source of such information, 
down from 32 percent in 2012. As for other sources, 7 percent named print magazines as their 
top source, 6 percent print newspapers, and 3 percent radio (National Science Board, 2016a). 
Younger, higher-earning, and better-educated Americans were more likely to say they receive 
most of their information about science and technology by way of the Internet, online 
newspapers, online magazines, or similar sources. Older and less-educated Americans were more 
likely to continue to rely on television news and print sources (National Science Board, 2016a).  

Of the roughly half of Americans who said they rely primarily on the Internet for 
information about science and technology, a little more than a third said they use a search engine 
such as Google; a combined 45 percent said they use primarily online newspapers (23 percent), 
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online magazines (15 percent), or other online news sites (7 percent). Just 8 percent of Internet 
information seekers—or 3 percent of all Americans—said they rely on a science-focused site as 
their primary source of information about science and technology (National Science Board, 
2016a). Similarly, a 2015 poll conducted by the Associated Press and other organizations found 
that more than half of American adults asked about their top source of information about science 
and technology identified search engines, just over 40 percent cited Facebook, and more than 30 
percent conversations with friends and family as their top three sources of information about 
science and technology (Brossard, 2016). Several tools available through Google enable keyword 
searches and queries that provide a potentially useful source of data about the public’s interest in 
science generally and in specific topics over time, including how public interests compare with 
news coverage. However, such tools are difficult to apply across countries and do not account for 
the interests of those without access to the Internet (Baram-Tsabari and Segev, 2009; Segev and 
Baram-Tsabari, 2010). 

Online information environments—especially since the advent of smartphones and other 
mobile devices—have the potential to deliver more scientific information more quickly than ever 
before and make their users largely independent of physical repositories, such as libraries 
(Scheufele and Nisbet, 2012). At the same time, web 2.0 environments (websites that encourage 
and depend upon content created by their visitors) have made it possible for users to debate news 
among themselves and to comment on, share, and repurpose information (to some degree) 
independently of commercial media outlets.  

The second noteworthy trend is that “news holes”—the number of column inches devoted 
to news in print or the time available for news on television—have been shrinking. For science 
coverage, this trend has been particularly dramatic. In 1989, 95 U.S. newspapers had weekly 
science sections; by 2012, only 19 still did (Morrison, 2013).  

As might be expected, this decline is an important driver of the third key trend: the 
shrinking number of science journalists employed full-time at news outlets. Professional 
journalists with knowledge of the science about which they are reporting often have a different 
but important role to play in people’s understanding of science,1 but represent a smaller 
proportion of the science information available to media consumers even as the scope and size of 
that information have increased (Scheufele, 2013). 

Although the traditional infrastructure for science news is declining, communicators have 
new ways to participate in public debates about science, and more scientists than ever are now 
speaking directly to the public via blogs, podcasts, YouTube videos, and the like. This widening 
of channels for scientific information has allowed more science communicators to try to reach 
the public. But it also means there are more actors in the media landscape who may, either 
intentionally or unintentionally, provide inaccurate science information. So while today’s science 
media landscape is likely larger than the declining mass media/newspaper-delivery system of the 
past, that expanding landscape does not offer clear mechanisms for filtering out false, 
sensational, and misleading information. More than ever before, citizens are left to their own 
devices as they struggle to determine whom to trust and what to believe about science-related 
controversies.  

This is the new, and not entirely understood, media environment with which science 
communicators must cope.  

 

                                                            
1 For further discussion of journalistic goals and norms versus those of science, see Nelkin (1996) and Dunwoody 
(2014).  
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HOW JOURNALISTIC DECISIONS AFFECT SCIENCE COVERAGE AND 
AUDIENCES 

 
Despite the growing impact of new media, much of the scientific information Americans 

receive through media still originates from traditional journalism, including information 
transmitted via links on social media. Therefore, science communicators need to understand the 
tools used by journalists to shape scientific information, especially that related to contentious 
societal issues. 

 
How Science Is Covered in Mainstream News 

 
A number of factors, closely related to framing (see Chapter 2), influence journalists’ 

decisions about how much attention contentious issues and the related science receive (agenda 
building) and how those issues and the science are defined or portrayed (for an overview, see 
Scheufele, 1999). Among the most important of these factors are the tactics journalists can use to 
present new information. Journalists covering complex policy debates tend to rely on a few 
standardized plots and news formats (Bennett, 2016). When a new issue, such as food 
biotechnology or stem cell research, taps familiar themes from previous political conflicts or 
evokes story lines familiar from popular culture and history, journalists cast the new issue’s 
actors and events to fit these well-known story lines.  

Science-related policy debates become most newsworthy, for example, when they 
involve clear conflict leading to a promise of resolution, such as the passage of legislation, the 
veto of a bill, or an international climate change summit—a scenario that Cook (1996) describes 
as “conflict with movement.” When policy making appears to be stuck in a quagmire, with no 
movement on legislation or no political decision on the horizon, news coverage of a complex 
science-related issue cannot build anticipation for a resolution. As a result, news reporting on 
such issues is less frequent and less successful in garnering attention (Nisbet and Huge, 2006, 
2007). 
 Similarly, once a conflict appears to have been resolved, even if only partially or 
temporarily, the inherent drama of the issue is lost for many journalists. Absent a new scientific 
discovery or the need for a political decision on the horizon, journalists need a drama on which 
to focus (McComas and Shanahan, 1999). This need for effective narrative explains why the 
perceived political relevance of a science-related issue is critically important to how much news 
coverage it receives. On most science-related issues, journalists provide a relatively steady 
amount of coverage as they follow the release of each new study on an issue. But when an issue 
such as biotechnology or climate change receives attention because of a congressional debate or 
White House statement, that issue becomes more relevant to political conflict. The issue then 
gains the attention of political journalists, general assignment reporters, and opinion writers who 
do not regularly communicate about science. These journalists outnumber science writers, and 
political conflict receives more coverage than science. Thus when an issue becomes defined as 
politically relevant, the potential for it to receive a high volume of coverage increases 
(Kepplinger, 1992, 1995; Nisbet and Huge, 2006, 2007). 

Of course, experienced news sources formulate their message strategies to accent familiar 
themes (Nisbet and Huge, 2006, 2007; Nisbet et al., 2003). Hence, journalists often evoke 
images of ethical quandaries or extremes of risk or benefit to meet the need for dramatic 
structure. Meanwhile, political reporters, who tend to frame almost all aspects of public life as if 
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they were simply a matter of political competition (Cappella and Jamieson, 1997; Patterson, 
1994), impose their own interpretations on science stories. Their framing of an issue emphasizes 
who is ahead or behind and the episodic day-to-day tactics employed by strategic actors to gain 
an advantage. These frames generate drama, first by focusing on conflict, with an expectation of 
winners and losers, and second by personalizing the news through a focus on individual battles 
between specific actors. This framing spurs political journalists to treat opposing claims as if 
they were equal—leaving the public with the impression, for example, that scientific debate 
about climate change has equal numbers of advocates on both sides (a phenomenon known as 
“false balance”; see Chapter 3) (Bennett, 2016; Nisbet et al., 2003). 

It is important to understand and track over time how science is covered in the media 
because, as discussed in the next section, coverage can affect audience perceptions of the issues 
that should be of concern to them personally and should receive priority in public policy 
agendas. Moreover, media coverage can be expected to affect how science communication from 
other sources is interpreted, a contextual factor that needs to be considered in research on science 
communication. 

 
How Coverage of Science Affects Public Perceptions 

 
By giving attention to some issues over others, the media influence what the public 

perceives as most pressing and important (Iyengar and Kinder, 1987; McCombs, 2004). 
Consistent with this hypothesis, studies tracking news attention and public perceptions typically 
find that a rise in overall news attention to an issue precedes a rise in public concern (McCombs, 
2004; Rogers et al., 1991). In addition, laboratory experiments indicate that when subjects are 
repeatedly shown newscasts over a week, the top issues featured in those newscasts emerge as 
among the subjects’ primary national concerns (see Iyengar and McGrady, 2007, for discussion). 
When individuals are asked to describe the issues that are of most concern to them or are the 
most important facing the country, or to reflect on how worried they are about a risk, their 
responses are most likely to reflect the extent of their media exposure to the issues, as well as 
whether the issues affect them directly (Kim et al., 2002; Scheufele, 2000). Recent experience 
with Ebola and swine flu reflect these effects (Pew Research Center, 2009b, 2014). This is why 
the narratives that shape science coverage in the media are important to science communication. 
The inappropriate fears over Ebola and swine flu fanned by the media illustrate how the media’s 
narrative frames can make it difficult to get accurate science onto the public agenda.  

The amount of coverage received by issues or events in the news also often serves as the 
criterion by which the public evaluates the performance and credibility of a political leader, 
government agency, scientific organization, or corporation (Iyengar and Kinder, 1987; Nisbet 
and Feldman, 2011). Political leaders and organizations recognize and anticipate these effects. 
As a result, when an issue or event rises on the overall news agenda and thereby becomes an 
object of public concern, political actors are likely to take some form of action to address it, even 
if only symbolically. This action may be taken with little to no expert advice on the subject given 
that, as discussed in Chapter 3, actions on contentious issues in society often are driven by 
values, beliefs, and other considerations.  
 Thus research on the agenda-setting effect of the media has repeatedly provided evidence 
that the issues portrayed in the media shape the issue priorities of the public. The effects of such 
agenda setting can be both positive and negative. In the case of Ebola, for example, news 
coverage that drove the issue to the top of the public’s agenda led policy makers to call for 
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restricting air travel from Africa and quarantining all medical personnel returning from the area, 
both of which ran counter to the advice of the Centers for Disease Control and Prevention. At the 
same time, increased coverage of the epidemic led policy makers to make a substantial 
investment in controlling it. The effect of media coverage on the priorities of policy-making 
institutions in general, however, is less well understood than its effect on the priorities of the 
public. Research in this area has yielded mixed results (Kingdon, 1995), and whether the media 
drive policy or the reverse is unclear (Wolfe et al., 2013). 

More is known about journalistic decisions and their effects on audiences in traditional 
news outlets than in new media. An important question for research is how these processes 
operate and affect audiences for scientific information in rapidly changing online environments. 
As their audiences have decreased and turned to online media as primary sources for scientific 
information, traditional media organizations have devoted less space and time to science 
(National Science Board, 2016a; Su et al., 2015). There is as yet no clearly viable business model 
that can sustain traditional journalistic organizations (and thus their practices) in an online 
environment.  

On the one hand, online channels have made information more easily and more widely 
accessible. On the other hand, new information-filtering tools that people can use to block 
information with which they disagree have made it easier than ever to hear and see only news 
that accords with one’s beliefs (Scheufele and Nisbet, 2012). Thus the online information 
environment has been called an “echo chamber” (Sunstein, 2009) and a “filter bubble” (Pariser, 
2012). As noted previously, all people filter information through preexisting beliefs. At the dawn 
of web 2.0, some were optimistic that an Internet full of user-controlled web experiences and 
user-generated content would become a platform for informative and helpful dialogue about 
science. This view has since been tempered by the emergence of filter bubbles, abundant uncivil 
online comments on science news stories, and the detrimental effects of those comments on 
interpretations of these stories (Anderson et al., 2014; Brossard and Scheufele, 2013). In this 
noisy information landscape, scientists have difficulty finding responsible ways to ensure that the 
public has access to clear and credible evidence.  

 
Opportunities for Communicating Science: Social Media, Social Networks, and Blogs 

 
Social Media  
 

Social media offer expanded opportunities for science communication and the exchange 
of ideas, but they differ in important ways from traditional media and even online versions of 
traditional media outlets. Social media offer platforms with user-generated content and 
interactions, and their information is tailored and targeted toward specific individual users 
(Cacciatore et al., 2016). The platforms vary in the extent to which they enable people to have a 
social presence, and people vary in how much information they disclose about themselves 
(Brossard, 2012). Generally, however, like-minded individuals can find one another and interact 
through social media. They can form social networks and communities that share and spread 
information with great speed. (This effect is enhanced when the information flows through 
particularly influential individuals within a network [Brossard, 2012].) 

The popularity of a given platform or site and the demographic characteristics of its users 
often shift rapidly (Kümpel et al., 2015). As of this writing (in 2016), young adults, for example, 
are increasingly using SnapChat and Instagram, while their use of Facebook is decreasing 
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(Brossard, 2016). Partly as a result of this highly dynamic environment, the effects of a particular 
platform are difficult to disentangle from other influences that may explain an individual’s 
attitude, preference, or behavior. These realities pose challenges for researchers seeking to 
understand the impact of social media on science communication. A recent review of research 
conducted between 2004 and 2014 on news sharing in social media (Kümpel et al., 2015) 
identified a number of important tasks for researchers, including the need to keep pace with 
changes in the media landscape, the need to devise more comprehensive models of news and 
social media, and the need to derive more information about news-sharing networks.  

 
Scientists’ use of social media An emerging body of research examines scientists’ own use of 
social media. Some researchers have found that scientists’ use of Twitter can amplify their 
scientific impact, with tweeted work being cited by other scholars more frequently than other 
work (Eysenbach, and Köhler, 2002; Liang et al., 2014). Other research from the biomedical and 
health domains contradicts these findings, however, with articles shared on Twitter and other 
social media being no more likely than nonshared articles to be cited by other researchers or 
downloaded (Haustein et al., 2014; Tonia et al., 2016). Scientists’ impact scores also have been 
found to improve with increased interaction with reporters being mentioned on Twitter, and 
interaction with members of the public if it is mentioned on Twitter (Liang et al., 2014). Others 
have noted, however, that the science community is slow to change the way it communicates, for 
a variety of reasons, even though scientists see the value in communicating the work they do 
(Peters, 2012b, 2013).  

 
Organized uses of social media According to a review of research focused on climate change 
communication online and via social media (Shafer, 2012), social media are important for the 
strategic communication of a variety of stakeholders, although substantial gaps in the research in 
this area exist. In the research reviewed, however, climate scientists and scientific institutions 
played a minimal role in online debates, and their activity was limited primarily to blog writing. 
Nongovernmental organizations are much more prominent online communicators, but less is 
known about the climate communications of other corporate and government stakeholders. 
Research is beginning to examine the impact of government science communication online as 
well, particularly in response to crises (e.g., Ebola and lead contamination in Flint, Michigan) 
(Dalrymple et al., 2016).  

Individuals and organizations can use social media to facilitate the spread of unverified 
rumors and myths (Del Vicario et al., 2016). Further, those who use these channels to 
communicate about science-related controversies can disproportionately be people with views 
counter to the scientific consensus (McKeever et al., 2016). Other research has found that the 
communication on social media also is prone to the “spiral of silence,” the phenomenon whereby 
individuals are hesitant to speak out if they feel that a majority of other people do not share their 
views (Hampton et al., 2014). 

 
Social Networks  
 

Social networks long predate web-based platforms such as Facebook and Twitter. Social 
networks generally are the web of connections and relationships people have with others—
connections that vary in strength (Kümpel et al., 2015) and provide a means for social influence 
(Contractor and DeChurch, 2014). The importance of networks in policy systems is discussed in 
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Chapter 3. But given that all people exchange information through such connections, social 
networks may offer science communicators a means of reaching audiences who do not follow 
journalistic media or use web-based platforms. These underserved audiences (generally less 
educated and less affluent) can potentially be served by the astute use of their social networks to 
transmit accurate and useful scientific information and to counteract falsehoods and distortions.  

The spread of beliefs, attitudes, and behaviors through networks has been observed in the 
areas of obesity, alcohol consumption, and smoking, as well as political mobilization and 
cooperation (Christakis and Fowler, 2013). Researchers have used social network analysis to 
determine statistically how these networks exert influence on individual behaviors. This work 
remains the subject of debate. Some have suggested that the noted effects, attributed to the 
influence of social networks, may have other causes, such as homophily, or the tendency of 
people who have common interests, traits, and characteristics to make similar decisions (Aral et 
al., 2009; Noel and Nyhan, 2011; Shalizi and Thomas, 2011).  

The influence of opinion leaders in social networks is another means by which these 
networks affect individuals, and has been tapped in efforts to disseminate information from 
science to improve public health (Contractor and DeChurch, 2014). Such approaches hold 
promise for communicating scientific information effectively to improve the impact of science 
on public welfare. One study found that nonscientists are more likely to share scientific 
information with others in their networks when it arouses emotion, or seems useful or interesting 
to lay audiences, for example (Milkman and Berger, 2014).  

With one in seven people worldwide regularly using digital communication platforms 
such as Facebook, an empirical understanding of how science-related content is communicated 
within and across social networks is crucial. This understanding may be particularly useful for 
reaching audiences who are less likely to engage with science-related content in mass media or 
other traditional channels. Thus online social networks afford a number of opportunities for 
future research. More systematic analysis is needed of how people understand and perceive 
science through social media and their social networks. Such tools as social network analysis 
(Watts and Dodds, 2007) could be used to document the flow of science-related information and 
sentiments in social networks (Runge et al., 2013; Su et al., 2016) and assess its effects. 

 
Blogs 
 

Science-related blogs have served as one way for highly motivated segments of the 
public to learn about, follow, and discuss science. These blogs blend the textual depth of online 
newspapers with the graphical and video capabilities of television, and they enable readers to 
interact in real time with the blog’s author. Posts also can be written quickly and immediately, 
responding to new events, issues, or debates, and bypassing the need to convince a journalist to 
write about or an editor to publish an op-ed on the topic. 

Still, data on broader public consumption of science-related blogs are limited, and those 
studies that do exist suggest that blog reading occurs among a small, unique segment of the 
public. This population is not necessarily drawn to science blogs for their discussion of science. 
Many individuals who seek out science blogs may be looking for discussion of the politics of 
such topics as evolution, atheism, and climate change instead of wishing to learn about science 
more generally (Su et al., 2014).  

Then again, science blogs may be more likely to reach scientists, funders, decision 
makers, and journalists than the general population. A 2009 Pew Research Center survey of 
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members of the American Association for the Advancement of Science about the state of science 
and its impact on society found that although only 9 percent of respondents wrote a science blog, 
42 percent read such a blog very often or occasionally (Pew Research Center, 2009a). Other 
research suggests that journalists often use science blogs as a source of story ideas or to track 
specialized areas of research (Fahy and Nisbet, 2011). In other research, positive relationships 
were observed among news coverage, social media mentions, and a scientist's total citation 
impact scores (Liang et al., 2014). 

 
EMERGING RESEARCH ON USE OF THE INTERNET AS A SOURCE OF SCIENCE 

NEWS 
 

Research on how changing online news environments have influenced the way scientific 
information is communicated is still in its infancy. Initial studies suggest that the promise of 
more easily available scientific information does not necessarily translate into more effective 
science communication (Brossard and Scheufele, 2013). The emerging research on the use of the 
Internet as a source of science news can be grouped into at least three broad areas: preference-
based effects, contextualized news, and widening knowledge gaps. 

 
Preference-Based Effects 

 
Preference-based models of media effects focus on the use of data on people’s behavior 

(by media organizations or by audiences themselves) to tailor information to the preferences of 
different audiences (Cacciatore et al., 2016). In online communication environments, information 
is increasingly tailored to specific audience members based on data on location, prior search 
history, click rates, shopping behavior, and a host of other personal information (Lazer, 2015; 
Pariser, 2012). While much attention has been focused on concern about algorithms affecting 
social media news feeds, even traditional news outlets rely on algorithms to make decisions 
about news selection or placement, a phenomenon that has been termed “algorithms as editors” 
(Peters, 2010). Tailored or narrowcast online messaging may be more likely to reach audiences 
than messaging in traditional broadcast models because, relative to traditional media, online 
environments make it easier for audiences to select news sources consistent with their beliefs and 
preferences (Yeo et al., 2015). As a result, people are more likely to pay attention to these 
messages once exposed to them (Cacciatore et al., 2016; see the discussion of motivated 
reasoning in Chapter 3). Some empirical work combining search histories from Nielsen 
NetRatings, Google recommendations, Google search results, and analysis of web content, for 
example, has shown that the way popular search engines such as Google present search results 
affects the scientific information people are likely to encounter (Brossard and Scheufele, 2013). 
In addition to concerns that algorithms may provide only information that consumers find 
agreeable, algorithms may lead people to what is popular rather than to what is most accurate 
and useful (Downs et al., 2008; Ladwig et al., 2010). These feedback loops limit the diversity 
and quality of the information people encounter when they search, a phenomenon that is 
particularly disconcerting given the above-noted prevalence of search engines as a source of 
information about science (Brossard and Scheufele, 2013).  

In addition to the tailoring of news for particular audiences, online channels, such as 
news aggregators and social media, give audience more efficient tools than they had with 
traditional media, such as television and newspapers, for preselecting the types of content to 
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which they would like to be exposed (Scheufele and Nisbet, 2002). A recent study examining 
public reactions to silver nanoparticles, for instance, offered respondents the opportunity to select 
from a given set of background articles on the topic before answering more questions. Each 
article was randomly assigned an ideological cue about the source (conservative, liberal, or 
neutral), similar to what would be provided by a news aggregator such as Feedly, Flipboard, or 
Google News. In line with the concept of preference-based selection, conservative respondents in 
one study were more likely to select Fox News as their first information source, regardless of 
content, while liberals were significantly more likely to select MSNBC (Yeo et al., 2015). In 
other words, people’s tendency to attend disproportionately to news content coming from 
ideologically consistent sources is further enabled by new information environments that allow 
them to make this selection with limited effort, and before even seeing any content with which 
they might disagree. 

 
Contextualized News 

 
Research has examined the influences of social feedback on how science news is used. 

Research in communication science, social psychology, and related fields has shown that 
people’s perceptions of social norms (i.e., their sense of appropriate or expected behaviors and 
attitudes) shape their own behaviors and attitudes (Noelle-Neumann, 1993; Sherif, 1967; Schultz 
et al., 2007). Online news environments have allowed for almost instantaneous social feedback 
through Facebook likes, YouTube views, reader comments, Reddit upvotes, and retweets on 
Twitter. An emerging body of research suggests that this social contextualization of news can 
have a significant effect on how audiences view and process science news. Work on what has 
been called the “nasty effect,” for instance, has shown that being exposed to uncivil reader 
comments on objective scientific reporting on a topic can increase readers’ perceptions of bias in 
the story itself and can even polarize perceptions of the risk associated with the topic of the story 
(Anderson et al., 2014; Brossard, 2013; Brossard and Scheufele, 2013). 

Cues that signal the accepted social norms related to a topic can be much more subtle 
than explicitly uncivil comments. The simple number of views for YouTube videos is an 
example of such a cue. A recent study, for instance, linked the number of views listed under 
YouTube videos about climate to perceptions of how “others” feel about the climate issue. The 
number of views cue did more than influence perceptions of other Americans’ thinking on the 
importance of climate change as an issue. Among those respondents who were generally more 
responsive to social cues, this cue increased their own judgments about the issue’s importance 
(Spartz et al., 2015b). 

 
Widening Knowledge Gaps 

 
Evidence indicates a persistent knowledge gap with respect to new media between less-

advantaged people and those with higher socioeconomic status and more education (Cacciatore 
et al., 2014; Eveland and Scheufele, 2000; Slater et al., 2009; Tichenor et al., 1970). This 
knowledge gap reinforces status quo differences in resources and participation in society’s 
conversations about contentious issues and the related science. Science communicators need to 
consider this gap in planning how to engage segments of the public not already attending to or 
interested in science as a topic. People who visit museums, watch documentaries such as Nova 
Science Now on the Public Broadcasting Network, or attentively read the science coverage of a 
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national newspaper are an easy audience to reach. But they are not the majority of the American 
population, and in education and wealth, they represent a kind of elite.  

Research has documented that differences in how scientific information is used and 
processed can, in fact, widen gaps in knowledge among groups. In particular, groups with higher 
socioeconomic status process and absorb new information more efficiently than groups with 
lower socioeconomic status. As a result, existing gaps in knowledge widen as new information 
becomes available, since audiences with higher socioeconomic status also tend to have more 
informed discussion networks to help them make sense of new information or bring knowledge 
that allows them to process new information more efficiently (Corley and Scheufele, 2010; 
Nyhan et al., 2013; Scheufele, 2013). Early research also suggests, however, that Internet-based 
sources of scientific information can be more accessible to diverse audiences regardless of 
socioeconomic status and help narrow knowledge gaps produced by more traditional outlets 
(Cacciatore et al., 2014). 

Research is needed to understand how individuals and decision-making bodies derive and 
evaluate information from various media sources. Research also is needed to determine how 
science communicators can be heard among many competing sources of information, messages, 
and frames. Further, are some forms of media better than others in promoting awareness or 
understanding of or informing public opinion about science and scientific information, and for 
whom? 
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5 
Building the Knowledge Base for Effective Science Communication 
 
 
 
 
 
As science and technology have become increasingly embedded in every aspect of 

modern life, recognition of the need for effective communication of science to the public and 
policy makers has grown. As reviewed in this report, a moderate body of scientific literature is 
available to inform efforts to communicate science, but many unanswered questions remain. This 
chapter summarizes the major challenges for science communication and needs for research 
identified throughout the report, with the aim of providing a potential research agenda for both 
funders and scientists.  
 A widespread assumption in both the scientific and science communication communities 
is that communicating science well will affect public understanding of and attitudes about 
societal issues. However, this assumption has not been tested extensively, and it needs to be. 
Measurement of the effectiveness of science communication is discussed in more detail later in 
this chapter. 
 A research effort also is needed in which researchers and practitioners of science 
communication form partnerships to translate what has been learned through research into 
practice and develop research agendas for testing realistic and pragmatic hypotheses about how 
best to communicate science. Models for organizing such translational research include the 
National Institutes of Health’s National Center for Advancing Translational Sciences and 
initiatives of the National Science Foundation that encourage partnerships between university 
researchers and professionals working in education or industry. Such an effort also could inform 
training for science communicators.  

The committee’s task was to review research related to science communication in order 
to develop a research agenda for the future; thus, the committee was composed mainly of 
scientists. We engaged a wide range of science of communication practitioners at different points 
in the study process, including through public committee meetings, email, and telephone 
discussions and as expert reviewers of the draft report. In public meetings, we also gathered 
insights from policy makers, who are an important audience for science communication. Our 
hope is that the agenda described in this report will stimulate discussion among science 
communicators, researchers, and research funders focused on establishing priorities for research 
and practice and identifying ways of implementing the ideas put forth in this report.  

The first section of this chapter describes general conceptual and methodological issues 
that need attention if an evidence base for communicating science is to be built. This report could 
not be, and is not, a comprehensive review of the scholarship on science communication. As the 
report shows, however, it is clear that the literatures relevant to communicating science are 
diverse, disconnected, and at different stages of development. For some topics, research has 
accumulated such that certain things are known, at least in a particular context for 
communicating science or for a specific issue. In other cases, the evidence is more indirect. 
Often the research was performed for reasons other than to inform science communication, and 
its relevance to that topic is inferred. These insights need to be tested systematically for their 
relevance to science communication.  
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In some areas, especially such emerging topics as the roles of social media and social 
networks, the research base consists of a single or a few studies. Although the studies described 
herein may be compelling and suggest ideas for practice, it is important not to overgeneralize 
from their findings. These studies need to be replicated and extended to provide greater certainty 
about their results and whether they apply to different audiences and circumstances. Two 
National Academy of Sciences Arthur M. Sackler Colloquia on the Science of Science 
Communication that resulted in two special issues of the Proceedings of the National Academy 
of Sciences (Fischhoff and Scheufele, 2013, 2014), as well as the convening of this committee, 
point to the readiness of science communicators and researchers from diverse fields to address 
this need and work toward science-informed approaches to science communication. 

The second section of this chapter presents major unsettled questions surrounding the 
challenges of effective science communication. These questions are stated at a general level and 
organized around the major challenges the committee identified. For each, we present examples 
of more specific questions that, if pursued, would enable science communicators to be more 
effective in their work. We do not specify, in each case, all of the important questions that would 
be important to pursue. Rather, researchers need to use their technical expertise and partner with 
professional science communicators and audiences to identify the most useful detailed questions 
and feasible methods for addressing each of the major challenges specific to a domain of interest. 
Such partnerships might involve researchers and science communicators and experts from 
related communication fields working within government, boundary organizations, university 
press offices, media, and industry. 

The third section of the chapter suggests ways of building the research capacity needed to 
implement the proposed research agenda. These suggestions for infrastructure center primarily 
on the need to attract researchers from diverse disciplines to the study of science communication, 
but there are additional needs as well. Throughout, we offer brief observations on ways in which 
this research agenda might be used.  

 
GENERAL CONCEPTUAL AND METHODOLOGICAL ISSUES  

 
General conceptual and methodological issues that need to be investigated to build the 

research base on the science of science communication include developing methods for aligning 
goals with the right communication approach; using a systems approach to guide research on 
science communication; assessing the effectiveness of science communication; and conducting 
comparisons across diverse national, international, and cultural contexts. 
 

Aligning Goals with the Right Communication Approach 
 

As described in Chapter 1, people communicate science for diverse reasons. One goal of 
science communication is simply to share the findings and excitement of science. A second goal 
may be to increase appreciation for science as a useful way of understanding and navigating the 
modern world. A third goal may be to increase knowledge and understanding of science related 
to a specific issue that requires a decision. A fourth goal may be to influence people’s opinions, 
behavior, and policy preferences—for example, when the weight of evidence clearly shows that 
some choices have consequences for public health, public safety, or some other societal concern. 
And a fifth goal is to engage with diverse groups so that their perspectives about science related 
to important social issues can be considered in seeking solutions to societal problems that affect 
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everyone. A major research effort is needed to help align approaches to science communication 
with particular goals.  

Science communication often is undertaken to achieve a larger end, one that goes beyond 
discussions of the science itself. Examples include increasing vaccination levels or encouraging a 
particular policy choice around climate change. It is possible that means other than simply 
communicating the science may be more effective at accomplishing such goals. The important 
questions to pursue include, How much does science communication matter to the achievement 
of end goals relative to everything else that matters? and How do various ways of 
communicating scientific information augment or alter the ways in which science is weighted or 
used in decision making? 

 
Using a Systems Approach to Guide Research on Science Communication  

 
Science communication occurs within a complex system whose elements include the 

content to be communicated, the format in which it is communicated, the diverse organizations 
and individuals who are also communicating science, the various audiences, the channels of 
communication, the political and societal realities within which the communication takes place, 
and the many other sources from which audiences may find additional and perhaps conflicting or 
inaccurate scientific information. Each of these elements itself is complex, and each interacts 
with the others in complex and largely unknown ways. Moreover, this system is dynamic and 
ever-changing, and has unique characteristics depending on the type of science that is being 
communicated. People’s understandings and opinions about science in general and its relevance 
to specific issues change over time. Political environments and levels of media attention change. 
And so does the involvement of interest and advocacy groups, regulators, and many other 
stakeholders. 

Research to date suggests that, although each element of the system within which science 
communication takes place can be studied and to some degree understood individually, research 
on communicating science is most effective when the various elements are considered as an 
integrated whole, and thus when a systems approach is taken. A systems approach is typically 
defined as an “iterative learning process in which one takes a broad, holistic, long-term, 
perspective of the world and examines the linkages and interactions among its elements” 
(Institute of Medicine, 2010, p. 74). 

A systems approach could help researchers and communicators in science 
communication consider interactions among the various elements of such communication and 
the context in which they occur in the real world over time, and go beyond studying each 
element at one point in time, in isolation. Such a holistic understanding could guide 
communication efforts that would take the complexity of the system into account (i.e., the level 
at which the communication should be targeted, who should be involved in the communication, 
what types of content need to be communicated and how, and even whether there should be any 
communication at all).  

Effective communication about stem cell research, for instance, is difficult without a 
systems approach. While communication needs to take into account the psychological and 
cognitive factors that shape attitudes and decisions among individuals, those attitudes and 
decisions do not develop in isolation. Instead they often are shaped by group-level influences, 
such as churches or other community groups with unique communication channels and 
mechanisms of influence (Matei and Ball-Rokeach, 2003). The communication environment 
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surrounding stem cell research is heavily influenced by competing voices and pressures from 
various stakeholders at the societal level, including political actors, religious groups, and 
regulatory and funding agencies. Any effort to communicate about stem cell research without 
taking into account the dynamics within and across these different levels of influence is therefore 
bound to be less effective than it otherwise would be. And the same dynamics manifest 
themselves for many contentious issues, including childhood vaccinations and genetically 
modified organisms. (See Rice and Foote [2001, Chapter 8], for an illustration of a systems-
based evaluation planning model for health communication.)  

Some of the elements outlined above and their influences will not be predictable or 
direct, but it should be possible to document enough about them to develop models of how 
communicating science in certain ways for particular reasons takes place within a larger system 
of influences. Other fields have used this general approach to advance knowledge and achieve 
important outcomes (see Institute of Medicine, 2010, Chapter 4). The building and testing of 
such models can serve as the basis for research using field experiments to test approaches to 
communicating science in complex communication environments. Following this path will 
require a robust understanding of both the individual elements of the system and how they 
interact. At a minimum, researchers focusing at any level of analysis need to be acutely aware of 
the broader context in which communication efforts are undertaken. More important, however, a 
systems approach requires that researchers understand empirically the interactions among 
different elements of the system over time and across and within levels of analysis—individual, 
group, community, and societal.  

This work ideally would begin with in-depth, comprehensive reviews of the evidence 
related to each of the elements that research indicates could be important to communicating in a 
particular context to achieve specific goals and how these elements may interrelate, as well as 
identification of specific gaps in knowledge. These reviews could be used to develop initial 
hypotheses about how the various elements operate both individually and in their interactions to 
influence people’s responses to particular types of science communication intended to achieve 
certain goals in specific contexts. Explanatory models of the influences of science 
communication on individual decisions, for instance, need to specify such elements as the type of 
decision being made, the factors likely to influence that decision, and when and in what forms 
scientific information is likely to be useful or not.  

Other fields, such as public health and political science, have drawn on such systems 
thinking. In health communication, for example, systems thinking enables an integrated 
perspective on how individuals respond to competing messages within a complex and dynamic 
social and political environment, and how those messages propagate through and evolve in 
interpersonal networks and other social groups. Research on science communication has paid 
comparatively little attention to approaches based on systems thinking. Given the complexities 
and multilevel nature of the problems faced by the science communication community, the 
committee advocates a renewed focus on such approaches for the study of science 
communication and an empirical research program aimed at informing these efforts. Examples of 
major questions a systems approach could be used to answer include the following: 

 
 How do the various elements involved in communicating science at the individual, 

group, community, and societal levels interact to affect how people understand, 
perceive, and use science?  
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 How do different types of audiences respond to various attempts to communicate 
science amid science-related controversy depending on the nature of the controversy; 
the type of decision to be made; the state of the relevant science (e.g., whether 
emerging or well developed); and the types of values, beliefs, and organized interests 
involved.  

 
Assessing the Effectiveness of Science Communication 

 
Most research on science communication conducted to date is descriptive and 

correlational, and relatively little of the existing research can enable confident statements about 
causality. This limitation is not unique to research on science communication, but characterizes 
much of the study of communication more generally (Fischhoff, 2013). It is especially important 
to investigate questions about science communication using multiple methods. For example, 
surveys of representative samples of the population allow for broad generalization, but unless 
changes in individuals are tracked over time, drawing strong causal inferences on the basis of 
survey results can be challenging. In contrast, controlled experiments allow for strong 
conclusions about causality, but even in the case of field experiments and certainly in the case of 
laboratory experiments, the degree to which they can be generalized to a wider public is 
uncertain. Thus, strong conclusions emerge from triangulating across multiple methods. 
Moreover, the nature of some of the questions posed in this report—particularly those that relate 
to effects on policy and on groups as opposed to individuals—makes them unlikely subjects for 
the kinds of randomized designs that are considered the gold standard for determining causality. 
Therefore, it will be important to use a combination of methods that over time will allow strong 
inferences to be drawn about how audiences respond to various approaches to communicating 
science. Substantially more research is needed to determine which approaches are effective for 
whom, when, and under what conditions. This knowledge should yield general, evidence-based 
principles for how to communicate science effectively and how to adapt science communication 
to particular audiences and contexts to achieve specific goals. Research focused in the following 
ways would be especially informative: 

 
 Both one-time and longitudinal cross-sectional surveys using representative samples 

can provide information about people’s understanding, perception, and use of science 
that can be generalized to the larger population, as well as an understanding of how 
those measures change over time. 

 Randomized controlled field experiments can be used to assess the impact of a 
particular approach to communicating on changes in people’s understanding, 
perception, or use of science, or any other important outcomes.  

 Research needs to simulate to the extent possible the conditions of real-world 
communication environments.  

 Effectiveness research that includes in-depth description of the contexts in which the 
science communication being investigated occurs can support inferences about other 
conditions to which the findings might apply.  

 Studies in science communication frequently use convenience samples, such as 
undergraduate students or Mechanical Turk Service samples. It is important to select 
samples carefully so that findings can be generalized across segments of the 
population who are the intended audiences for the communication.  
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 Better measures of the quality and effectiveness of science communication are 
needed, keeping in mind that whether such an effort is effective depends on the goals 
of the communicator and that the communicator and the target audiences may define 
successful communication differently (for example, when the audience seeks 
information from science, but the communicator seeks also to persuade).  

 Analyses of large datasets such as those derived from social media and other 
emerging online communication platforms could be useful for collecting information 
needed to assess changes in people’s understandings and perceptions of science 
related to social issues. These changes might be useful for predicting changes in 
related behaviors or decisions.  
 

Finally efforts are needed, perhaps in the form of registries, to aggregate findings from 
effectiveness research and catalog studies according to key dimensions so that approaches used 
for this research and the evidence produced can be shared more easily, serving as a foundation 
for future work. Developing such tools would enable building an evidence base that would 
identify key factors that affect science communication and the elements of various approaches to 
communicating that may generalize across topics or be specific to certain types of circumstances. 
At present, moreover, it is challenging to find all that is known from research related to science 
communication. Efforts also are needed, therefore, to help researchers access and utilize relevant 
research across disciplines. Registries such as those that exist in the health sciences for original 
studies, research reviews, and research protocols could help with this task. 

 
Comparing across National, International, and Cultural Contexts 

 
Analysis and comparison of diverse national, international, and cultural contexts can 

yield important insights into science-related controversies and emerging issues that are global in 
scope. Some issues, for example, are highly contentious in some places but not others, and 
contexts differ in how issues have been framed and in the success with which science 
communication has been used. Comparing contexts can provide insights into a broad range of 
factors that cannot be gained from analysis within a single context (McCright et al., 2016, e.g., 
see Arnold et al., 2016; Gaskell et al., 2000). Comparing approaches to communicating science 
across contexts also can help identify overarching principles that hold across contexts and those 
that are specific to controversies at the local, national, and international levels. At the same time, 
however, it bears noting that these kinds of cross-context studies are among those that pose 
particular challenges for experimental research designs. 
 

MAJOR CHALLENGES FOR PRACTICE AND RESEARCH IN SCIENCE 
COMMUNICATION 

 
Major challenges for practice and research in science communication include 

understanding the converging influences on science communication; engaging formally with the 
public about science; understanding the special complexities of communicating science in the 
face of public controversy; and communicating science in a complex, dynamic, and competitive 
communication media environment. Following are the committee’s conclusions about the 
factors relating to each of these challenges that need to be understood. 
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Understanding the Converging Influences on Science Communication 
 

Most people do not pay attention to science regularly, although they encounter and 
benefit from it in their everyday lives. They seek to make sense of it only when it is important to 
a decision they must make as individuals or in the context of institutions in which they have a 
role—as consumers, patients, parents, voters, or policy makers.  

Research to date has pointed to a number of factors that make it challenging to 
communicate science effectively to diverse audiences regardless of whether the science relates to 
a public controversy: 

 
 Some challenges stem from the complex nature of scientific information, such as the 

uncertainties inherent to science, and the ways in which people process such 
information. People, for example, often are unsettled by the ambiguity of science, and 
tend to have difficulty understanding scientific uncertainty and probability. 
Uncertainty has a number of sources, including ambiguity about the weight of 
evidence, uncertainty about future outcomes arising from probabilistic evidence 
(risk), and uncertainty about the degree to which scientific evidence applies to a 
particular context or has personal significance. Continued research can resolve some 
uncertainty by providing additional information, but in other cases, and especially 
with complex problems involving science, uncertainty will persist. 

 As discussed in Chapter 2, people in general use shortcuts to make sense of large 
amounts of complex scientific information. They hold a variety of beliefs and values 
that shape their interpretations of new information and that, while usually adaptive for 
navigating a complex world, can lead to inaccuracies in their interpretation of 
scientific information, especially when uncertainty is involved.  

 Also as noted in Chapter 2, people have a strong tendency to confirm their existing 
ways of thinking, a tendency that makes a decision or attitude resistant to change.  

 In science communication, as with other types of communication, the audience 
decides whether the sources of information or the institutions they represent are 
trustworthy. People use this assessment in deciding what information is worth their 
attention, and often what to think about that information.  

 People’s opinions and decisions also are affected by a variety of social influences—
social networks, norms, group memberships, and loyalties.  

 
Further study is needed to determine the extent to which each of the above factors matters 

to communicating science in particular contexts to achieve specific goals. Research also is 
needed to determine the importance of these factors relative to others (discussed in Chapter 3) 
that come into play when science is involved in controversy.  

Many of the decisions to be made about societal issues occur at the level of policy. 
Information about the impact of science communication on policy decisions, however, is sparse. 
One reason for this gap is that in a complex policy-making environment, it is difficult to know 
whether a particular communication affects a decision. Important questions, perhaps more 
feasible to address, are, How is scientific information accessed, encountered, understood, shared, 
and discussed by policy makers in formal policy processes? How can science communication 
affect these processes? and How are these processes affected by science communication when 
the science is involved in public controversy?  
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Think tanks, scientific associations, evidence-based clearinghouses, government 
agencies, industry groups, and nonprofit organizations all play an organized role in aggregating, 
translating, and interpreting such information for use by policy makers, the media, and the 
broader public. Research is needed on the conditions for success in the efforts of diverse types of 
organizations to communicate science. For example, what effects do boundary organizations 
have on the quality or outcomes of policy discussions of science-related issues? 

 
Engaging Formally with the Public about Science 

 
The purpose of formal public engagement aimed at bringing the general public into 

discussions with scientists about important science-related issues is to facilitate the exchange of 
information, knowledge, perspectives, and preferences among groups that differ in expertise, 
power, and values (National Academies of Sciences, Engineering, and Medicine, 2016b) and to 
find common ground (see the detailed discussion in Chapter 2). This type of dialogue with the 
public is especially important when the science is emerging and has uncertain implications for 
society or when the science is involved in public controversy (discussed in Chapter 3 and below).  

As noted in Chapter 3, formal public engagement is difficult to do well. That chapter 
presents principles for public engagement derived mainly from the literatures on environmental 
assessment and decision making, and most of this evidence was derived from public engagement 
activity at the local and regional levels. As public engagement is undertaken on such diverse 
issues as gene editing, climate change mitigation, biomedical research, and health policy, 
important questions for research are, What are the particular structures and processes for public 
engagement that enable science to be communicated effectively? and To what degree do these 
approaches generalize or need to be tailored according to the diversity of the participants, the 
decisions to be made, and the nature of the topic.  

 
Understanding the Special Complexities of Communicating Science in the Face of Public 

Controversy 
 

The involvement of science in public controversy makes the already complex task of 
science communication even more so. Science-related controversies take many different forms 
and arise for diverse reasons, as described in Chapter 3. Although this report has identified 
features of science-related controversy that make communicating science especially challenging, 
more needs to be understood about the origins and dynamics of these controversies if science 
communication is to be more effective. The following are examples of questions to pursue: 

 
 What factors contribute to the emergence of science-related controversies? To what 

extent do these controversies originate with the scientific community as opposed to 
broader political, economic, or social arenas? 

 Why do some controversies involving science gain traction and persist while others 
do not?  

 How do people’s perceptions about science change over time as science-related 
controversy evolves, and why? What are the factors (individual, social, contextual) 
that affect the extent to which perceptions about scientific information will become 
contentious and perhaps polarized? 
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 How much does the cause of a science-related controversy matter to the approaches 
that will be effective in communicating science related to that issue? Are there 
categories of causes of science-related controversy that communicating science can 
help address? Which approaches to communicating science related to contentious 
issues are effective, and which are not?  

 The organizations and individuals that communicate science related to controversy 
are diverse, and they have various reasons for communicating. How do the different 
messages from various sources interact to affect peoples’ responses to scientific 
information over time?  

 How do public controversies involving science resolve? Under what conditions does 
the communication of scientific information have an impact on the resolution of a 
debate by changing people’s understanding or opinions?  

 
Science-related controversies defy easy typology. Nonetheless, as described in Chapter 3, 

the committee concludes that science-related controversies have three features about which 
more needs to be known: (1) conflicts over beliefs, values, and interests are central to the 
debate, rather than simply a need for knowledge from science; (2) the public perceives 
uncertainty either in the science, in its implications, or as a result of communicators saying 
different and sometimes contradictory things in the public sphere; and (3) the voices of 
organized interests and influential individuals are amplified in public discourse and impede 
making the state of the scientific evidence clearly known.  

Each of these features is discussed in turn below, and major questions that need to be 
addressed by research to develop effective approaches to communicating science are identified. 
In general, it will be important for research to determine whether the answers to these questions 
differ by issue (e.g., climate change versus vaccination); by the scale of the controversy (e.g., 
local versus national versus international); by the nature of the decision-making institution (e.g., 
Congress versus executive agencies versus the courts; local versus state versus national 
government versus private-sector organizations); and according to differences in audiences’ 
beliefs, values, world views, levels of trust, and mental models. 

 
Conflicts over Beliefs, Values, and Interests 
 

As discussed previously, across many different science-related controversies, audiences 
and individuals with differing beliefs, values, and interests may respond in quite different ways 
to the same scientific information. In some circumstances, continuing to communicate what is 
known from science can lead people to believe misinformation about science more strongly, 
making it even more difficult to communicate for a better understanding of scientific 
information. When conflicts over beliefs, values, and interests are central to people’s decisions, 
how can science be communicated effectively? In these contexts, how much of an effect can 
science communication have, for whom, and in what circumstances?  

Communicating science effectively in contexts of conflict requires that the audience 
perceive science and scientists as trustworthy and credible. What factors affect trust in and the 
credibility of scientists and scientific information when science is involved in controversy? In 
such cases, what are the effects of science communicators being open about their own values and 
preferences? How might efforts to persuade people to adopt scientifically supported positions 
affect their perceptions of scientists? What are the best strategies for communicating science 
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related to controversial issues in the face of distrust of the science or of the scientific 
community? 

Public engagement is one approach for addressing conflicts over beliefs, values, and 
interests related to science. Yet given that best practices in public engagement suggest engaging 
with stakeholders early on, an important unanswered question is, To what extent and in what 
ways can communicating science in formal public participation processes be effective once an 
issue has become controversial? 

Finally, public engagement in discussions about controversial science-related issues has 
in many cases resulted in a set of principles for structuring such discourse to achieve particular 
outcomes. Much of this research, however, has focused on environmental assessment and 
decision making. What are the elements of effective structures and processes for communicating 
science effectively in public forums across a range of social issues (e.g., biomedical research, 
health policy, gene editing, education policy) and types of controversies? Audiences from the 
same group or community may be internally diverse in their values, interests and experiences. 
How do the characteristics of groups or communities affect their responses to science 
communication and different approaches to their engagement? 
 
Uncertainty in Science Related Controversy 
 

As discussed in Chapter 2, communicating scientific uncertainty is a substantial challenge 
in all instances of science communication. Amid controversy, however, uncertainty about risks 
and other aspects of the science can be particularly problematic, as described in Chapter 3. This 
uncertainty can easily be mischaracterized, exploited, or exaggerated to serve particular interests. 
Research on how to communicate scientific certainty or consensus effectively in science-related 
controversy is just emerging, and thus important questions remain, including the following:  

 
 What are effective ways of communicating scientific consensus and talking about 

degrees or types of uncertainty about scientific information in cases of science-related 
controversy?  

 Progress is beginning to be made toward understanding the different ways in which 
people respond to attempts to communicate scientific information amid controversy. 
However, there is a need to develop detailed approaches to understanding audiences’ 
responses to uncertainties about science in cases of science-related controversy that 
could be implemented on a large scale. 
 

Amplified Voices in Science-Related Controversy 
 

Science communication may take into account the beliefs and values of varied audiences 
and communicate well about where the weight of scientific evidence lies, but still be ignored or 
disregarded in discussions concerning contentious issues. High stakes, conflicting interests, 
uncertainty, and concerns about risk and its consequences can expand the number and diversity 
of people and organizations that are attempting to communicate about science, as well as the 
number of parties who use scientific information (whether appropriately or not). In this kind of 
context, misinformation about science can make it difficult for an authoritative voice from 
science to be heard. Research is especially needed in the following areas:  
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 Misinformation about science stems from misunderstanding as well as deliberate 
efforts to misconstrue the science. Debunking such misinformation is difficult. 
Research is beginning to suggest some strategies to this end and for whom they may 
work. Yet a better understanding of effective strategies for correcting misinformation 
is needed.  

 What are effective ways of framing scientific information in science-related 
controversies? How much does framing of an issue matter, and when is it best done? 

 Opinion leaders are important voices in the community, but working with them to 
convey scientific information may also pose a risk to the credibility of scientists. How 
do different types of opinion leaders affect people’s understanding of scientific 
information and its use in their decision making?  

 
Communicating Science in a Complex, Dynamic, and Competitive Communication Media 

Environment 
 

As described in Chapter 4, science communication takes place today in a complex and 
rapidly changing media environment. More than ever, many voices are competing for the 
attention of various audiences on all topics, including science. Patterns of news use are changing, 
and with them structures in commercial journalism. These developments are especially dramatic 
for science news. At the same time, new ways of communicating are constantly emerging online, 
with lower costs for dissemination, new modalities and reach, and fewer central gatekeepers 
setting frames and agendas. These new forms of communication entail new challenges and offer 
new opportunities for drawing attention to and shaping people’s opinions about science related to 
contentious issues.  

The way changes in media affect people’s engagement with scientific information related 
to social issues is an emerging area of research. The research to date has focused on several 
themes: how individual preferences and other characteristics of audiences shape the selection of 
media, media sources, and science content online; how social interactions and norms of online 
communities affect people’s engagement with and views of scientific information; and how 
media create and spread misinformation or accurate scientific information. Research is needed to 
understand how individuals and decision-making bodies derive and evaluate information from 
various media sources. Such research will need to keep pace with change in the media landscape, 
devise more comprehensive models of news and social media, and yield more information about 
news-sharing networks. Major questions for future research in this area include the following: 
 

 How can accurate information about the state of the science be heard among many 
competing messages and sources of information? Given that the news people seek 
and encounter online is increasingly tailored to their preferences, how can science be 
communicated to ensure that people encounter and have access to information when 
they need it? 

 Are some forms of media better than others at promoting awareness or understanding 
of or informing public opinion about scientific information, and for whom? For 
example, how do these effects vary according to characteristics of the audience, such 
as their values, group affiliations and loyalties, tendency to “think like a scientist” 
about scientific information, and various demographic characteristics?  
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 How can science communicators reach audiences that face barriers to accessing and 
using scientific information, such as those with lower levels of education and 
income? 

 Much of the scientific information Americans receive through media still originates 
from traditional journalism. Journalistic decisions about what to cover, how to convey 
different perspectives, how much and how long to cover an issue, and how stories are 
framed can affect the public’s perception of science, the issues that should be of 
concern to them and on the public agenda, and how they judge the credibility of 
scientific information and the scientific enterprise. For these reasons, it is important to 
understand and track over time how science is covered in the media in order to 
determine how the media are affecting people’s perceptions, understanding, and use 
of science in a dynamic communication environment. Relatively more is known about 
journalistic decisions and their effects with respect to traditional news coverage, but 
how do these decisions operate and affect audiences for scientific information in 
rapidly changing online environments? 

 Social media and science blogs increasingly are being used to spread both accurate 
information and misinformation from science. More research is needed to determine 
effective approaches for communicating science on social media platforms and 
through blogs. 

 Social networks are the web of connections and relationships that people have with 
others—connections that vary in strength and that provide a means for social 
influence. People’s beliefs, attitudes, and behaviors can be affected through networks 
that include opinion leaders. While this has long been the case, it is likely that social 
media affect the assembly and effects of these networks. Future research needs to 
examine the effects of changes in media on how people understand and perceive 
science through social media and other social networks. Such tools as social network 
analysis could be explored for documenting the flow of information and sentiments in 
social networks and assessing their effects.  

 
The following are additional examples of questions to be addressed by research to gain a 

better understanding of the complex and changing media environment:  
 

 What impact do social media have on people’s understandings and perceptions of 
science and their use of scientific information in making decisions? How do the 
features of social media that limit exposure to diverse sources of information and 
perspectives (such as filter bubbles and echo chambers and curated Facebook feeds) 
influence people’s perceptions of science and their ability to access, understand, and 
use scientific information for decision making? What are the implications for how 
scientific information is best communicated?  

 What role can digital technologies play in presenting scientific information more 
effectively? New software, for example has facilitated the development of interactive 
graphical depictions of information that can be diffused online. How can such 
graphics be used more effectively, for whom are they helpful, and under what 
circumstances?  
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Additional Questions for Research 
 

The following are examples of additional questions to be answered about the challenges 
of science communication, whether on contentious issues or not: 

 
 What aspects of science literacy matter to effective science communication? How do 

characteristics of individuals, such as skill with numbers (numeracy) or prior 
knowledge of science, affect their processing of scientific information? How do the 
effects of these individual differences vary depending on how scientific information 
is presented, such as the use of different visual presentations? 

 How important to effective science communication is people’s understanding of the 
nature and processes of science? Does understanding the nature of science actually 
translate into the use of scientific information in decision making or other aspects of 
life? Does having some ability to “think like a scientist” about scientific information 
affect people’s responses to such information or their use of it when making 
decisions? Is it important, for example, to have certain understandings about scientific 
methods, to have certain competencies in decision making using science, or to be able 
to interpret information about probabilities? Are these understandings and 
competencies more and less important under particular circumstances, such as amid 
science-related controversy? 

 Many assume that having knowledge about the science related to an issue will affect 
people’s attitudes on the issue. What specific types of knowledge about science might 
affect attitudes on an issue? Are some types of attitudes important to address first so 
that audiences are open to understanding the science and considering it for a 
decision? Do previously held attitudes or knowledge related to the science predict 
personal decisions or policy choices, and under what circumstances? 

 Research on framing confirms that how an issue is cast can affect public attitudes and 
behaviors with respect to that issue, but findings on the effects of framing on specific 
attitudes or other measures of support for particular positions related to social issues 
are mixed. What role does framing play in shaping people’s understanding of 
scientific information?  

 How can science communication reach and be tailored to meet the needs and 
concerns of audiences that vary by race, ethnicity, language status, income, and 
education level and that may respond differently to science as a result of differences 
in their norms, beliefs, or experiences?  

 What factors influence audience perceptions of trust in science and scientific 
information? How does trust vary depending on the communicator, the goals for 
communication (e.g., informational versus persuasive), and the communication 
context? How does trust change as the science on an issue is communicated over 
time?  

 Which types of science communicators are most effective in what settings? In what 
circumstances is it important for scientists versus others to serve as the 
communicators?  

 What are the core competencies of an effective science communicator, depending on 
the goals for communicating, the setting, and the target audiences? 
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 To what extent are the opinions of different audiences influenced by perceived 
problems within the scientific community, such as limits on the reproducibility of 
research findings, scientific fraud, or conflicts of interest. 

 
BUILDING A COHERENT SCIENCE COMMUNICATION RESEARCH ENTERPRISE 

 
As discussed in Chapter 1, a productive but relatively small and evolving community of 

researchers now studies science communication, but research capacity needs to grow and 
research methods to evolve if real progress is to be made. Some of that growth can be promoted 
through infusions of funding, but there are other needs as well. For example, researchers and 
practicing science communicators need opportunities for the regular exchange and synthesis of 
information and ideas so as to keep the research agenda current and useful. The varied 
disciplines that study science communication and science-related controversies need 
opportunities and mechanisms for working together to develop more unified theories, concepts, 
and definitions of the factors that matter to communicating science and their influences. Science 
communication needs to be studied in real-life contexts, where it occurs, using methods that can 
directly address practical issues of how best to communicate science information. If science 
communicators are to find research useful, they need to work with researchers to develop 
specific research questions that are guided by scientific theories and knowledge and that address 
the communicators’ goals and concerns.  

New or refocused journals for research on science communication and professional 
meetings and other forums would support practice-driven research collaborations even more than 
existing journals currently do, with publications being tailored more explicitly to 
interdisciplinary audiences outside the field of science communication. Progress will require that 
these activities not be supported in isolation or be ad hoc, but designed strategically and 
sustained for long enough to build a coherent community and a base of scientific knowledge that 
can be useful for science communication practice. 

To enable full exploration of the complex phenomena whose understanding will provide 
an appropriate knowledge base for effective science communication, more scientists need to be 
recruited to this field from neighboring disciplines, particularly the social and behavioral 
sciences. Again, more active engagement of the diverse professionals and organizations that 
communicate science for different reasons and in different contexts is needed. Ideally, this 
research agenda would be pursued by researchers working with different types of boundary 
organizations, issue networks, agencies, media organizations, and other entities that 
communicate science.  

One of the challenges of conducting research on science communication is the long 
delays between proposing projects and their being funded. Mechanisms for ensuring rapid 
review and funding of such research are sorely needed, particularly when issues, such as the Zika 
virus, emerge suddenly, and important messages from science need to be communicated. Not all 
barriers to accelerating such research concern funding. Institutional structures and regulatory 
policies also can make timely research difficult. One example is the requirement to obtain 
approval by the Office of Management and Budget for gathering data from the public under the 
Paperwork Reduction Act. In addition, new mechanisms for research collaborations could be 
developed following such models as the National Oceanic and Atmospheric Administration’s 
program on Regional Integrated Sciences and Assessments or extension models of land grant 
institutions that have supported partnerships between communities of researchers and decision 
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makers for the design and conduct of research aimed at solving complex practical problems. As 
described in Chapter 2, private foundations also have funded partnerships between researchers 
and policy makers to close the gap between research and people’s use of research results. Such 
partnerships recognize the need to go beyond the simple model of communication described in 
Chapter 1 to produce knowledge that is useful and communicate it to those who make or 
influence decisions.  

Finally, science communication researchers at all career levels may need additional 
training to develop the methodological and professional expertise necessary to carry out the 
research agenda proposed in this report. Alternatively, they could be encouraged to work in 
teams including other partners with the necessary expertise. Similar efforts at training or 
fostering collaboration among researchers with diverse methodological expertise have been 
undertaken successfully by the U.S. Department of Education’s Institute of Education Sciences 
and by the National Institutes of Health when they have seen a need to build the capacity of the 
research community to respond to requests for proposals. Training efforts have included offering 
or sponsoring courses or workshops and supporting enhancements to doctoral or postdoctoral 
training programs.  

 
FINAL THOUGHTS 

 
As science has come to touch the everyday lives and decisions of individuals and 

institutions and as more people are attempting to communicate about science, science has 
become part of public discourse as never before. The need to communicate science effectively—
for the sake of the public, policy makers, and the science community itself—lends urgency to the 
implementation of the research agenda proposed herein. This agenda will be implemented only if 
the institutions that communicate science and public and private funders of research become 
committed to strengthening the science of science communication and working toward evidence-
based practices. It is the committee’s hope that this report will stimulate that commitment. 
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APPENDIX A 
Committee on the Science of Science Communication: A Research Agenda 
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the Wisconsin Academy of Sciences, Arts & Letters, and a member of the German National 
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from the University of Wisconsin-Madison. 
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Evans School of Public Policy and Governance, University of Washington. She previously 
served on the faculty at the Georgia Institute of Technology, 1992-2007, where she was associate 
dean for research at the Ivan Allen College of Liberal Arts and professor in the School of Public 
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Policy. Dr. Bostrom co-directed the Decision Risk and Management Science Program at the 
National Science Foundation, 1999-2001. Her research focuses on risk perception, 
communication, and management and on environmental policy and decision making under 
uncertainty. Dr. Bostrom serves as associate editor for the Journal of Risk Research and is on the  
editorial boards of Risk Analysis and Environmental Hazards. She is an elected fellow of the 
American Association for the Advancement of Science and past president and an elected fellow 
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Mellon University, an M.B.A. from Western Washington University, and a B.A. from the 
University of Washington. 
 
Wändi Bruine de Bruin is university leadership chair in behavioral decision making at the 
Leeds University Business School, where she also serves as co-director of the Centre for 
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Southern California, and the RAND Corporation. Her research focuses on behavioral decision 
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perception and communication. Dr. Bruine de Bruin is a member of the editorial boards of the 
Journal of Risk Research, the Journal of Experimental Psychology: Applied, the Journal of 
Behavioral Decision Making, Medical Decision Making, and Psychology and Aging. She is a 
member of the Scientific & Technical Committee of the International Risk Governance Council 
(IRGC), which provides evidence-based advice to international policy makers. She has 
contributed her expertise to an expert panel report on health product risk communication by the 
Council of Canadian Academies, as well as to several expert workshops. Dr. Bruine de Bruin 
received a B.Sc. and M.Sc. in psychology and cognitive psychology, respectively, from Free 
University Amsterdam and an M.Sc. and Ph.D. in behavioral decision theory and psychology 
from Carnegie Mellon University.  
 
Karen Cook (NAS) is Ray Lyman Wilbur professor of sociology, director of the Institute for 
Research in the Social Sciences, and vice-provost for faculty development and diversity at 
Stanford University. She conducts research on social exchange networks, power and influence 
dynamics, intergroup relations, negotiation strategies, social justice, and trust in social relations. 
Her research underscores the importance of trust in facilitating exchange relationships and of 
networks in creating social capital—for example, in physician-patient interaction and its effect 
on health outcomes. Dr. Cook has edited and co-edited a number of books in the Russell Sage 
Foundation Trust Series, is co-author of Cooperation without Trust?, and co-edited Sociological 
Perspectives on Social Psychology. In 1996, she was elected to the American Academy of Arts 
and Sciences and in 2007 to the National Academy of Sciences. In 2004 she received the Cooley 
Mead Award of the American Sociological Association’s Social Psychology Section for career 
contributions to social psychology. Dr. Cook received her M.A. and Ph.D. in sociology from 
Stanford University. 
 
Thomas Dietz is professor of sociology and environmental science and policy at Michigan State 
University (MSU). He is also co-director of the Great Lakes Integrated Sciences and Assessment 
Center. At MSU he was founding director of the Environmental Science and Policy Program and 
associate dean in the Colleges of Social Science, Agriculture and Natural Resources, and Natural 
Science. His current research examines the human driving forces of environmental change, 
environmental values, and the interplay between science and democracy in environmental issues. 
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Dr. Dietz is a fellow of the American Association for the Advancement of Science and is former 
president of the Society for Human Ecology. He has received the Sustainability Science Award 
of the Ecological Society of America; the Distinguished Contribution Award and Outstanding 
Publication Award of the American Sociological Association’s Section on Environment, 
Technology and Society; and the Gerald R. Young Book Award from the Society for Human 
Ecology. Dr. Dietz holds a Ph.D. in ecology from the University of California, Davis, and a 
bachelor of general studies degree from Kent State University. 
 
William K. Hallman is professor and chair of the Department of Human Ecology and a member 
of the graduate faculty of the Department of Nutritional Sciences and of the Bloustein School of 
Planning and Public Policy at Rutgers, the State University of New Jersey. During the fall of 
2016, he was a distinguished visiting fellow at the Annenberg Public Policy Center of the 
University of Pennsylvania. His research examines public perceptions of controversial issues 
concerning food, health, and the environment. A member of several advisory panels and 
committees, Dr. Hallman recently served as chair of the Risk Communication Advisory 
Committee of the U.S. Food and Drug Administration, and co-authored the Risk Communication 
Applied to Food Safety Handbook, produced jointly by the Food and Agriculture Organization of 
the United Nations and the World Health Organization. He formerly served as director of the 
Food Policy Institute at Rutgers. Dr. Hallman is a graduate of Juniata College in Huntingdon, 
Pennsylvania, and received an M.A. and Ph.D. in experimental psychology from the University 
of South Carolina. 
 
Jeffrey R. Henig is professor of political science and education at Teachers College and 
professor of political science at Columbia University. He is a member of the National Academy 
of Education and a fellow of the American Education Research Association. Dr. Henig focuses 
on the intersection of politics and social science research. He is the author, coauthor, or co-editor 
of eleven books. His 2008 book, Spin Cycle: How Research Gets Used in Policy Debates: The 
Case of Charter Schools, won the American Educational Research Association’s Outstanding 
Book Award, and two of his books have been recognized by the Urban Politics Section of the 
American Political Science Association as the best books on urban politics. In addition to 
scholarly publications, his writing on contemporary policy issues has been featured in several 
publications aimed at general audiences. Dr. Henig received a Ph.D. in political science from 
Northwestern University. 
 
Robert Hornik is Wilbur Schramm professor of communication and health policy at the 
Annenberg School for Communication, University of Pennsylvania. Since 2013 he has been co-
director of the Penn Tobacco Center of Regulatory Science, a first-of-its-kind regulatory science 
research enterprise aimed at informing the regulation of tobacco products to protect public 
health. Dr. Hornik led the Center of Excellence in Cancer Communication Research at the 
University of Pennsylvania, 2003-2014. His most recent research focuses on how Americans are 
affected by their exposure to information about cancer prevention, screening, and treatment; the 
effects of new and old media content on tobacco-related beliefs and behavior among youth and 
young adults; and the development and validation of methods for choosing preferred message 
themes for communication campaigns. Dr. Hornik has particular expertise in research methods 
for determining the effects of public health communication interventions and of media exposure. 
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He received an A.B. in international relations from Dartmouth College and an M.A. and Ph.D. in 
communication research from Stanford University. 
 
Andrew Maynard is professor in the School for the Future of Innovation in Society, Arizona 
State University, and director of the Risk Innovation Lab, focused on public thinking and action 
related to risk in the context of technology innovations. His research explores the responsible 
development and use of emerging technologies, including nanotechnology and synthetic biology, 
and science communication and public engagement on these issues. He is widely published and 
has testified before the U.S. Congress on several occasions regarding nanotechnology policy and 
research needs related to nanotechnology risk. Dr. Maynard is a regular contributor to a special 
column of the journal Nature Nanotechnology and is on the editorial board of the Journal of 
Responsible Innovation. He works closely with and through conventional and new media to 
connect with audiences around the world on technology innovation and the science of risk. He 
received a B.Sc. in physics from the University of Birmingham (U.K.) and a Ph.D. in aerosol 
physics from the University of Cambridge (U.K.).  
 
Matthew Nisbet is associate professor of communication studies and affiliate associate 
professor of public policy and urban affairs at Northeastern University. He is editor-in-chief of 
the journal Environmental Communication and a founding senior editor at ORE Climate Science.  
Nisbet studies the role of communication, media, and public opinion in debates over science, 
technology, and the environment. He is the author of more than 70 peer-reviewed studies, 
scholarly book chapters, and reports. Dr. Nisbet has been a visiting Shorenstein fellow at 
Harvard University’s Kennedy School of Government, a health policy investigator at the Robert 
Wood Johnson Foundation, and a Google science communication fellow. In 2011, the editors of 
the journal Nature recommended his research as “essential reading for anyone with a passing 
interest in the climate change debate,” and the New Republic highlighted his work as a 
“fascinating dissection of the shortcomings of climate activism.” Dr. Nisbet’s consulting 
experience includes analysis on behalf of the American Association for the Advancement of 
Science, the National Academies, the Howard Hughes Medical Institute, the Corporation for 
Public Broadcasting, the Centers for Disease Control and Prevention, and other public- and 
private-sector clients. He holds a Ph.D. and M.S. in communication from Cornell University. 
 
Ellen M. Peters is professor of psychology and director of the Decision Sciences Collaborative 
at Ohio State University. Her research focuses on understanding the basic building blocks of 
human judgment and decision making, in particular how affective, intuitive, and deliberative 
processes help people make decisions in an increasingly complex world. Dr. Peters has authored 
more than 100 peer-reviewed manuscripts and has worked extensively with the U.S. National 
Cancer Institute and Food and Drug Administration (FDA) to advance the science of human 
decision making as it applies to health and health policy. She is former president of the Society 
for Judgment and Decision Making; former chair of the FDA’s Risk Communication Advisory 
Committee; and a fellow of the American Psychological Association, Association for 
Psychological Science, and Society of Experimental Psychology. She has been awarded the Jane 
Beattie Scientific Recognition Award, a National Institutes of Health Merit Award, and two Best 
Paper Awards from Risk Analysis. Dr. Peters received a B.S. in economics and B.S.E. in systems 
engineering from the University of Pennsylvania and an M.S. and Ph.D. in psychology from the 
University of Oregon.  
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Holly Rhodes (program officer) has directed or contributed to projects of the National 
Academies that include the Workshop on the Early Care and Education Workforce, the Science 
of Family Research Dissemination project, and the consensus study that produced the report 
Mathematics Learning in Early Childhood.  Prior to her work at the National Academies, she 
was deputy project director at RTI International for the research program on national preschool 
curriculum evaluation. She holds master’s and doctorate degrees in education from the 
University of North Carolina at Chapel Hill. 
 
Sylvia Rowe is president of SR Strategy, which facilitates science communication and policy on 
a broad range of global health, nutrition, food safety, and risk issues. She is also an adjunct 
professor at the University of Massachusetts Amherst and Tufts Friedman School of Nutrition 
Science and Policy. Ms. Rowe is an experienced communication practitioner with particular 
expertise in bringing diverse groups together around policy issues related to food, nutrition, and 
health. Previously, she served as president and chief executive officer of the International Food 
Information Council (IFIC) and IFIC Foundation. She is also a member of the International 
Women’s Leadership Forum and the National Press Club, among other professional groups. 
Ms. Rowe’s background in media and expertise in issues management are reflected in her 
professional history as a producer and on-air host of several television and radio talk shows 
covering social, political, and economic and consumer issues. She also previously held positions 
in public relations, marketing, and membership development for several diverse associations. 
Ms. Rowe received a bachelor's degree from Wellesley College and a master’s degree from 
Harvard University.  
 
Melissa Welch-Ross (study director) is director of special initiatives in the Division of 
Behavioral and Social Sciences and Education within the National Academies. She has directed 
activities for the National Academies on a variety of topics, including literacy education, 
language development, child abuse and neglect, transportation systems, and science 
communication.  Prior to joining the National Academies she served as a special expert in 
research and policy at the U.S. Department of Health and Human Services. She earlier launched 
and directed the Early Learning and School Readiness Research Program for the National 
Institute of Child Health and Human Development at the National Institutes of Health. She has 
held faculty appointments at George Mason University and Georgia State University, where she 
conducted research on memory development in early childhood.  She previously served as 
executive branch science policy fellow at the U.S. Department of Education, with sponsorship 
from the American Association for the Advancement of Science and Society for Research in 
Child Development. She was lead editor of the 2007 Handbook on Communicating and 
Disseminating Behavioral Science. She received a Ph.D. in psychology from the University of 
Florida.  
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APPENDIX B 
 

Committee on the Science of Science Communication: A Research Agenda 
 

AGENDA, Meeting 1 
 

Keck Center, Room 103 
500 Fifth Street NW, Washington, D.C. 

 
December 17-18, 2015 

 
OPEN SESSION 
 
9:00 Statement of Task: Sponsor Perspectives 
 

9:00  Welcome and Introductions 
  Alan Leshner, Committee Chair 
 
9:05 Introduction to the Statement of Task 

Alan Leshner  
 
9:10 Elizabeth Christopherson, Rita Allen Foundation 

Paul Hanle, Climate Central  
 

9:20 Chad English, Packard Foundation  
 
9:30   Q&A and Discussion with Committee Members  

Moderator: Alan Leshner  
 
 
9:45 Practitioner Perspectives  

 
Guiding questions: What are the main challenges of communicating science for any topic; what 
are additional challenges of communicating science on topics that have become contentious? 
What are promising approaches or practices for addressing communication challenges; what is 
the evidence? What needs to be better understood to communicate effectively about science on 
important societal issues? 

  
Moderator: Alan Leshner, Committee Chair 
Each presenter will have 25 minutes (15 minutes followed by 10 minutes of Q&A), with 
time for general discussion.  

 
Engaging the Public  
 
9:45 Radiation Risk   
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Jerrold Bushberg, University of California, Davis School of Medicine, and 
National Council on Radiation Protection and Measurements   
 

10:10 Food Safety and Nutrition  
Joe Levitt, Hogan Lovells 

 
10:35 General Discussion  

 
Media  

 
10:55 Cornelia Dean, New York Times, and Brown University  
 
11:20 Richard Harris, National Public Radio 
 
11:45 General Discussion  

 
Supports for Engagement  

 
12:05 Brooke Smith, COMPASS 
 

 
12:30  Lunch (served in the meeting room) 
 
1:30 Perspectives from Decision Science, Political Science, and Science in Society 

 
Guiding questions: What are the main challenges of communicating science for any topic; what 
are additional challenges of communicating science on topics that have become contentious? 
What are promising approaches or practices for addressing communication challenges; what is 
the evidence? What needs to be better understood to communicate effectively about science 
related to important societal issues? 

 
Moderator: Alan Leshner, Committee Chair 

  
1:30 Baruch Fischhoff, Carnegie Mellon University 
1:45 Q &A 
 
2:00 Bruce Lewenstein, Cornell University 
2:15 Q&A 
 
2:30 Arthur (Skip) Lupia, University of Michigan  
2:45 Q&A 

 
3:00 General Discussion 

 
3:45  Break 

Adjourn Open Session  
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Committee on the Science of Science Communication: A Research Agenda 
Meeting #2  

 
February 24-25, 2016 

  
Keck Center, Room 201 

500 5th Street NW 
Washington, DC 20001 

 
Agenda 

 
OPEN SESSION 
 
10:15 Public Controversies Involving Science 
Much of the available literature related to the communication of science on important societal 
issues pertains to a single issue area, such as climate change, vaccination, obesity, hydraulic 
fracturing, nuclear energy, genetically modified organisms, and so on.  This panel is part of a 
larger effort of the committee to gather information across a set of controversies that have 
involved science in public decisions and debates. Each speaker has been asked to respond to 
questions below to address the charge:  
 

 What are the main controversies and what is the role of science? What factors (i.e., 
psychological social, cultural, political, economic, media-related, science-related, 
communication-related, or other contextual factors) affect how the relevant science is 
understood, perceived and used (i.e., has affected decisions and other behaviors?) 

 What has been learned that could apply to other controversies about (1) practices for 
communicating science to prevent controversy and (2) practices that are successful or not 
successful for communicating science in the midst of controversy? 

 What are important and empirically researchable questions to inform approaches to 
communicating science related to controversial societal issues? 
 
10:15 Welcome and introductions, Alan Leshner, Committee Chair 

Each presentation will be followed by brief clarifying Q&A, followed by 
discussion  

10:20 Seth Mnookin, Massachusetts Institute of Technology  
10:40 Noel Brewer, University of North Carolina at Chapel Hill 
11:00 Ed Maibach, George Mason University 
11:20 Discussion 
 

11:45 Lunch   
 
Thursday, February 25, 2016 
OPEN SESSION 
 
9:05  Communicating Science for Policy Related to Contentious Societal Issues 
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Much has been written about communicating science for policy. A lot of theorizing, analysis, 
and advice have been offered, but less research is available to understand how science is 
communicated and used and how to communicate effectively in policy contexts to support the 
use of research. The purpose of this panel is to aid the committee in determining what is most 
important to understand through research about communicating science for policy that pertains to 
societal issues and decisions that are controversial in the public sphere. In particular:  
 

 Does effective science communication matter for science policy, and if so, how does it 
matter?   

 What are the audiences for science in the policy arena and how should communication 
differ across them?  

 What are trusted sources of information about science for policy and what makes them 
trustworthy?  

 What are the limits of science evidence in the policy arena?  
 What are the most important challenges for communicating science related to 

controversial issues?  
 Are there examples of successful communication of science, and examples of approaches 

that were not successful?  
 How should approaches to communicating science differ depending on whether the issue 

is high in public attention and political sensitivity?  
 

9:05 Welcome and Introductions, Alan Leshner  
Each presenter will provide opening remarks followed by discussion 

  9:10 Rick Spinrad, NOAA 
9:20 Bob Inglis, RepublicEn 
9:30 Brian Baird, 4Pir2 Communications 
9:40 Daniel Sarewitz, Arizona State University 
9:50 Rush Holt, American Association for the Advancement of Science 
10:00 Discussion    
 

10:45 Break  
 
11:00 Panel:  Issues of Social Media and Social Networks for the Communication of  

Science Related to Contentious Societal Issues 
 

Science communication through social media is increasing rapidly, and yet remains poorly 
understood.  Over the past few years, social media platforms – blogging and Twitter in particular 
– have provided scientists and other communicators of science new ways of connecting with 
audiences, having a voice, and directly addressing controversial issues.  Given the increasing 
accessibility, reach, and growth in the use of social media for science communication, this panel 
brings together researchers of social media, social networks and science communicators to 
discuss the following questions: 
 

 What is known from research about uses of social media and social networks for science 
communication related to important societal issues? 
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 What is likely to be effective or not effective? What is the evidence from the research and 
from practitioner perspectives?  

 What are the roles of social media and social networks related to controversial societal 
issues such as climate change, GMOs, and vaccines?  

 What are important directions for research related to social media and social networks for 
science communication and for assessing effectiveness and societal impact?  
  
11:05 Dominique Brossard, University of Wisconsin-Madison 
11:20 Noshir Contractor, Northwestern University 
11:35 Hilda Bastian, National Center for Biotechnology Information (NCBI), National 

Institutes of Health 
11:50 Discussion 
 

12:15 Lunch (informal discussion continues) 
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