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KEEPING THE BUSES RUNNING 2011 

COMPUTER  LABS  
1.4 M hours per semester 

 1,925  machines 

STORAGE 
terabytes of capacity 

 

NETWORK 
connections per day 

41,932 

moving  92  terabytes a day 

TELEPHONES 
20,6801 lines 

HPC 
hours per year 

162,659,806 

WIRELESS 
average peak users per month 

30,000 

PODCASTING 
downloads 

149,241 

EMAIL 
transactions per day 

1.21M 

GRID COMPUTING 
hours per year 

 

25,403,272 

SERVERS 
        482 physical 

 

       688 virtual 

     

   73,891 student use 

 

       5,577 faculty use 

 

9,176 courses managed 

COURSE  
MANAGEMENT 

SYSTEM 

BANNER & VISTA 
18,769  average unique users per day 

        45,299 average logins per day 

1,124 



TECHNOLOGY SATURATION 
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Awardees Using Research Computing 

Total Purdue Research Awards 

9% 9% 11% 13% 13% 15% 15% 
23% 25% 

39% 45% 

6% 4% 4% 4% 

PERCENTAGE OF  

RESEARCH AWARDS  
INVOLVING HIGH-PERFORMANCE COMPUTING 



Top 10 U.S. Research Computing Academic Institutions 
Teraflops 

1. National Institute for Comp. Sciences 919 
       University of Tennessee 

 

2. Texas Advanced Computing Center 685 
       University of Texas 

 

3. Purdue University 315 
 

4. UCSD/San Diego Supercomputer Center 285 

 

5.   Georgia Institute of Technology 159 

 

6. University of Colorado 152 

 

7. University of Southern California 150 

 

8. University of Chicago 126 

 

9. Virginia Tech 120 

 

10. Clemson University 97 

As of November 2011  



  

We found that our Large Eddy Simulation (LES) code 

is about two times faster. We have already done a 

couple of production runs with 100 million grid points 

in an impressive turn-around time.  ð Prof. Gregory 

Blaisdell, aeronautics and astronautics 

 

ÅAll clusters, operating at 95 percent capacity 
ÅCarter in test, 3.1M computing hours since November 1 
Å14 faculty research groups in four science and engineering departments 

DENNIS LEE CARTER 
Purdue alumnus and creator of the 
"Intel Inside" campaign 
 



NOVEMBER 2011 

ÅPurdue University  (315 teraflops) 

ÅMinnesota Supercomputing Inst. for 
Adv. Computational Research 
University of Minnesota (75 teraflops) 

ÅNational Center for Supercomputing 
Applications University of Illinois  
(68 teraflops) 

Indiana University, Iowa, Michigan, Michigan State, Ohio State, 
Penn State, Nebraska, Northwestern and Wisconsin do not have supercomputers 

in the Top 500. 

RANKINGS 
RESEARCH COMPUTING 


